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We measure the solidification velocity of pure Ag as a function of undercooling temperature from the
melting point (7,, = 1235 K) to 0.6T,, using ultrafast, pump-probe laser experiments. The thickness of
the liquid layer, while it solidifies, is measured using optical third harmonic generation. We show that
velocity reaches a maximum value at 0.857,,, and then remains nearly constant with additional under-
cooling. These results contradict simple collision-limited models, but they are in good agreement with
molecular dynamics simulations presented here, which show that the crystallization velocity depends
weakly on temperature from 0.857,, to less than =~0.17,,.
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Solidification of metals is one of the most fundamental
processes in materials science, and indeed it has been
extensively studied for many decades. For pure metals,
most of these studies have been limited to the liquid-solid
phase transition close to equilibrium [1-3], which is
largely due to the difficulty in avoiding crystallization at
deep undercoolings. Even after carefully removing hetero-
geneous nucleation sites, pure metals can only be quenched
to about 0.87,, before they solidify [4] (7, is the melting
temperature). As a consequence, many questions about
solidification at ultradeep undercoolings remain unan-
swered. For example: What is the maximum rate of solidi-
fication and what determines this limit? Does the behavior
change after falling below the glass temperature and is it
possible to quench a pure metal below its glass tempera-
ture? The answers to these questions can significantly
impact our fundamental understanding of supercooled
liquids and glasses, as well as the development of far-
from equilibrium materials. While studies of multicompo-
nent metallic alloys can help to answer some of these
questions [5], the solidification kinetics of alloys is gen-
erally far more complex owing to the effects of chemical
ordering and differences in atomic size and mass. In this
Letter, we report on the solidification velocity in Ag as a
function of temperature, achieving supercoolings as deep
as 0.67,,. We compare these results with models of solidi-
fication and to our molecular dynamics simulations, which
are carried out from the melting temperature to =50 K.

In order to reach deep undercoolings, we employ an
ultrafast (femtosecond) laser to melt a very thin layer of
metal on the surface, 10-20 nm. The heat is then allowed to
dissipate into the remainder of the sample. By heating just
a very thin layer of material, very rapid quench rates can be
achieved. The degree of undercooling during solidification,
moreover, can be readily controlled by changing the thick-
ness of the thin films, which are grown on a dielectric
substrate. A few preliminary studies using picosecond
(ps) lasers to measure the solidification velocity in noble
[6] and transition [7] metals have been reported previously;
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however, these studies have been largely qualitative, and
the velocity was not measured as a function of undercool-
ing temperature. Nanosecond (ns) lasers, on the other hand,
have been used extensively to study the solidification in
alloys [2] and semiconductors [8], but they heat hundreds
of nm’s of material and the degree of undercooling that
could be achieved was small.

The samples used here are Ag thin films, epitaxially
grown on MgO (001) substrates. They are melted by fs
laser pulses, with a wavelength of 800 nm and a pulse
width of 140 fs. A time-delayed probe beam is positioned
at the center of the pump beam to measure the thickness of
the liquid layer as a function of time, which we do using the
optical third-order harmonic (TH) generation of light.
Since the (001) orientated Ag generates TH light but the
isotropic liquid phase does not [9], this technique is very
sensitive to the liquid-solid phase transformation, and it
provides an accurate measure on the solidification velocity.
The thickness of the liquid layer, d, can be related to the
normalized TH signal by a simple exponential relationship

1(1)/Io = exp(—d/dy), (D

where I(¢) is the TH intensity, and [ is the TH intensity
without the pump pulse. The parameter d,, is the extinction
depth of the signal, which has been calibrated experimen-
tally by a series of Ag/Fe/Ag multilayer samples to be
6.9 nm. The details of the calibration experiments are
reported in Ref. [10]. In this calibration, we have verified
the exponential relationship in Eq. (1), and showed that the
dy measured at low probe fluence is consistent with the
theoretical prediction obtained from the measured optical
constants of Ag. A schematic of the experimental setup is
shown in Fig. 1.

Plotted in Fig. 2 on a semilog scale is the TH signal as a
function of time for three samples of thicknesses: 75, 157,
and 800 nm. The slopes, as seen from Eq. (1), represent the
resolidification velocities. The calculated value of d as a
function of time is indicated on the right axis. The signal
decreases rapidly in the first 30-50 ps, representing the
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FIG. 1 (color online). A schematic of the experiment setup.
The pump beam, which is =10 times larger in size than the
probe beam, is used to melt the Ag. Optical TH generation is
used to measure the thickness d of the liquid layer.

melting of the sample. The fluence used to melt the two
thicker samples is 0.46 Jcm™2. A slightly smaller fluence,
0.39 Jecm ™2, was used for the thinner sample. The smaller
amount of energy required to melt the thinner sample is a
consequence of the heat confinement by the Ag-MgO
interface on a sub-100 ps time scale (the interface and
substrate are poor heat conductors).

Considering the fast electron dynamics in Ag, the ob-
served d (=20 nm) at the end of melting is surprisingly
small. The small d results from a transient high electron
scattering rate [10] and a strong electron-phonon (e-ph)
coupling [11] when the d-band electrons are initially ex-
cited by the laser. Details of the melting dynamics can be
found in Ref. [10]. Here, we consider only the solidifica-
tion process. For # > 50 ps, the undercooled liquid starts to
recrystallize and the TH signal recovers uniformly in this
plot, indicating that the velocity of the interface is nearly
constant during solidification. We will therefore refer only
to the average velocity v,, in what follows. The process is
completed by = 200-300 ps. The signal does not fully re-
cover at ¢ = 1 ns, but it does so, however, before r = 1s. We
attribute the degradation in signal at # = 1 ns to the produc-
tion of quenched-in defects (presumably vacancies) during
solidification; such defects have been observed in the MD
simulations discussed both below and elsewhere [12]. With
the high vacancy mobility in Ag [13], these transient,
nonequilibrium defects can anneal out at room temperature
in less than 1 s. Finally, the loss of material by ablation was
less than the sensitivity of postirradiation measurements
using electron microscopy, =1 nm per pulse.

While the solidification velocities found in Fig. 2 appear
nearly constant for an individual sample, v,, does depend
on the thickness of the sample. The change in v, is due to
the different undercoolings attained in different samples.
The conductance of heat through the thin Ag film is much
faster than through the Ag-MgO interface and the MgO
substrate. During the solidification, therefore, the heat
spreads rapidly across the entire Ag film, but only a small
amount of heat can transport across the Ag-MgO inter-
face. Larger undercoolings are thus achieved in thicker
film. By finding v,, as a function of film thickness, we
can determine the solidification velocity as a function of
temperature.
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FIG. 2 (color online). The TH signal as a function of time
measured for samples with three different thicknesses of the Ag
layer. The converted melt depth is shown on the axis on the right.
The average resolidification velocity is indicated by the
solid lines.

The amount of undercooling is not directly measured,
but it can be estimated rather well by solving the 1D heat
diffusion equation. We calculate the lattice temperature
using a two temperature model (TTM) [14]. As we have
pointed out previously [10], Ag has a small e-ph coupling
constant; therefore, during the rapid cooling of the shallow
surface region, the electron temperature (7,) and phonon
temperatures (7,) can fall out of equilibrium. In our TTM
model, we observe that 7 » can be a few hundred degrees
higher than 7', near the liquid-solid interface. A similar, but
opposite, effect is observed in the modeling of melting in
superheated Ni [15]. At the beginning of the simulation, a
liquid-solid interface is located at the maximum melt-
depth observed in experiment. During the first 30 ps, the
interface velocity is assumed to increase linearly [16], and
after which it is allowed to move with a velocity equal to
the average velocity v,, observed in experiments (Fig. 2).
The latent heat of fusion is deposited uniformly into the
phonons in a region £5 nm around the liquid-solid inter-
face. This length is chosen based on the interface thickness
and the phonon mean-free path [17]; it is also consistent
with the width of the temperature spike around the inter-
face observed in our MD simulations. Further details of the
TTM can be found in Ref. [10]. Here, we highlight how we
experimentally determine some of the input parameters
that are not available in literature but which influence the
calculated temperature profiles.

The calculated interface temperature depends, first of
all, on the total energy initially deposited in the Ag film.
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The amount of energy absorbed, however, is not readily
available since the reflectivity of a fs pulse can change at
very high laser fluences [18]. We determined the energy
absorbed in the sample by measuring the temperature rise
induced by laser irradiation of a very small, insulated
sample using calorimetry. The details of this experiment
will be reported elsewhere [19]. The absorption at the
melting fluence is found to be 5.7% (=3 times larger
than that in the low fluence limit). Note that this change
is not a consequence of melting, which occurs only long
after the laser pulse, but rather it is due to the extreme
excitation of the electronic system.

Next, we need the initial temperature distribution. At
t = 0 ps, the liquid layer is assumed to be at the melting
temperature 7,. The initial temperature across the Ag film
is then determined using a power law relationship, T(t =
0) = T,,(xy/x)", where x is the initial melt depth and x is
the distance from the surface. The exponent  is fit using
the constraint that the total energy in the film equals the
absorbed fluence. Depending on film thicknesses, n ranges
from 1.206 (800 nm Ag) to 0.002 (60 nm Ag), i.e., for our
thinnest sample, the entire Ag film is heated nearly to 7,,.
This temperature distribution resembles the distribution
calculated by our melting model after the initial melting
[10]. Replacing the initial distribution with similar func-
tions, but without changing the total energy absorbed,
does not significantly alter the cooling rate. For example,
using a Gaussian distribution results in a difference of only
~40 K in the undercooling of the 800 nm film. A final
parameter in the model is the interface conductance of the
Ag/MgO interface, which is determined by time-resolved
thermal reflectance measurement [20]. The conductance
determined at room temperature is 0.3 GW m™2K™!; val-
ues at other temperatures are obtained by assuming it is
proportional to the average temperature at the interface—
as observed for Cu/sapphire interfaces [20].

Figure 3 shows the calculated phonon temperature at the
liquid-solid interface as a function of time for samples with
three different thicknesses. The thicker the sample, the
lower is the liquid-solid interface temperature. An initial
quenching rate of =~ 5 X 10> Ks™! is found for the
800 nm-thick sample. The time at which the solidification
front reaches the surface is labeled by arrows in the figure.
The temperature rises just before this time since the latent
heat is deposited in a thinner region as the liquid-solid
interface moves toward the surface. A similar temperature
rise has been observed in MD-TTM simulations [12]. The
average crystallization temperature for each sample is
taken to be the average temperature from ¢t = 30 ps to
the time when the solidification ends. The first 30 ps is
neglected because it mainly corresponds to the ramping up
in the solidification velocity as it changes from melting to
solidification (the minima in Fig. 2). This region is not
included when we fit the average solidification velocity
measured in the experiment.

With the average temperature obtained by the above
model, and the average velocity obtained in Fig. 2, we
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FIG. 3 (color online). The temperature at the liquid-solid inter-
face as a function of time, calculated using the heat model
described in the text. The arrows indicate the end of the solidi-
fication. The average temperatures over the whole period of
solidification are indicated by the solid symbols on the left.
The error bars above (below) the symbols represent the mean
deviations from the average temperature during the period with
temperatures above (below) the average temperature.

can plot the solidification velocity as a function of tem-
perature. This is shown in Fig. 4 for temperatures as low as
T = 750 K (or =0.67,,). The solidification velocity is also
obtained as a function of temperature using MD simulation
(see Ref. [21] for details); these data are shown in Fig. 4 as
circles. The agreement between experiment and simulation
is quite good; note that there are no adjustable parameters.
The velocity increases approximately linearly from 7, to
0.85T,,, and then it becomes insensitive to temperature
with further decrease in temperature. The long plateau
observed in Fig. 4 explains why the experimental solidifi-
cation velocity remains nearly constant as a function of
time even though Fig. 3 shows that the liquid-solid inter-
face temperature can vary by =200-300 K during solidifi-
cation. This also justifies the use of an average undercool-
ing temperature to plot the experimental data in Fig. 4.

Although continuum models for solidification have been
developed for more than 50 years, none of these models
have been experimentally verified in a pure metal at deep
undercooling. It has long been assumed that the solidifica-
tion rate in pure is controlled by collision-limited kinetics
[6,22,23]. Furthermore, it is often accepted that there is no
energy barrier for an atom to move across the liquid-solid
interface. Under these assumptions, the velocity can be
written as

o(T) = c,/%T[l —exp(—Ap/KDL @)

where C is a geometric factor on the order of 1, m is the
atomic mass, and A u is the free energy different between
the solid and liquid phase. This relation is shown as the
solid line in Fig. 4. Because of the weak (T)'/2 dependence,
the velocity continues to increase until 7' << 0.37,,; this
clearly disagrees with the experimental and simulation
data shown in Fig. 4.
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FIG. 4 (color online). Solidification velocity versus the tem-
perature. The experimental data (squares) show reasonable
agreement to the MD simulations (triangles). However, it clearly
deviates from the collision-limited model (the blue solid line).
If we assume the motion of the atom across the interface is
thermally activated (with an activation barrier = 0.12 eV), the
predicted velocity is shown as the dashed line.

If a barrier exists in the energy landscape for an atom to
move from the liquid to the solid, one can replace the
square root term in Eq. (2) by an exponential term
Aexp(—E/KT) [24], where E represents the barrier height.
In fact, such a barrier is proposed to exist in solidification
of covalent materials such as Si [8]. By setting E =
0.12 eV and A = 1300 ms~!, indicated by the orange
(dashed) line in Fig. 4, we see that above 600 K, the
velocity agrees well with the MD simulation and the
experimental data. The existence of an activation barrier,
therefore, can explain why the solidification velocity
reaches its maximum at a relatively high temperature.
Such a barrier, however, indicates that the velocity should
diminish at lower temperatures, which disagrees with the
MD simulations. We note that, in Ag, the glass transition
temperature T, =~ 600 K [25]. The discrepancy between
the continuum models and the MD data perhaps suggests
that the solidification mechanisms for the liquid and glass
states may be very different.

In conclusion, we have measured the solidification ve-
locity as a function of temperature down to 0.67,, using a fs
laser. The results agree well with MD simulation. The
solidification velocity for T < 0.87,, clearly deviates
from the collision-limited model that has been well ac-
cepted for pure metals. Our current results are consistent
with models that include an activation barrier for an atom
to cross the solid-liquid interface, although the MD simu-
lations indicate that such a model, if valid for a supercooled
liquid, must break down at the glass temperature.
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