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A sensitive method is put forward to determine the intensity of ultrastrong and short laser pulses via

multiply charged ions. For guiding this experimentally challenging task, the laser-induced dynamics of

these ions is calculated using both the classical relativistic and quantum Dirac equations. The resulting

ionization yields and angular distributions are then evaluated to most sensitively deduce the applied

maximal laser pulse intensity.
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Profound insight into fundamental ultrahigh-field laser-
matter interactions [1] requires an increase in the maxi-
mum intensity [2] and a decrease of the minimum pulse
duration [3] of currently available lasers. The next genera-
tion of such laser pulses are envisaged to reach peak
intensities of up to 1023–1026 W=cm2 [4]. Current high-
power laser fields have been employed, for example, in
laser acceleration [5], coherent x-ray generation, and �-ray
emission [6]. These ultraintense laser fields provide in-
sights into the fascinating field of strong laser-matter in-
teractions, e.g., to test the validity of QED through vacuum
polarization [7], to study nuclear interaction and generat-
ing GeVelectron beams [8], or for medical applications in
cancer therapy [9].

Measuring the intensity of less powerful lasers simply
involves recording the power and beam spot size. For
ultrahigh laser intensities, however, this technique be-
comes less viable because the mirrors involved in the
measurement process may not sustain such intensities any-
more [2]. Moreover, the tighter focus of the laser pulse and
the associated temporally and spatially sensitive distortion
of the wave front [2] has to be taken into account, rendering
the task very challenging. Instead of direct measurements,
which are feasible for relatively low laser intensities, we
consider indirect techniques using multiply charged ions to
characterize ultraintense laser fields. These techniques
provide a measure of the laser field amplitude as the multi-
ply charged hydrogenlike ion can be chosen such that the
atomic field strength is on average comparable to that of
the laser field. The ionization of the ions [10] will depend
both on the ionic field strength and the maximal laser
intensity. The ease of selectively generating multiply
charged hydrogenlike ions of any charge [10] renders
them applicable to probe a wide range of laser intensities.

The central interest of this Letter is to develop a proce-
dure to determine with optimal precision the maximal laser
field strength of ultrastrong short pulses especially between
1018 and 1026 W=cm2. We show, based on relativistic
classical trajectory Monte Carlo simulations, how a par-
ticular hydrogenlike ion is identified to most sensitively
determine the applied laser field strength via measuring the
fraction of over-the-barrier ionization (OTBI). The classi-

cal simulations are known to be in good agreement with the
corresponding quantum calculations in the OTBI regime
for the employed low laser frequencies and depend only to
a rather small degree on the length and carrier phase of the
short pulse of a few femtoseconds. Additionally, the ion-
ization angle of the ejected electron [11] is investigated by
the full quantum mechanical solution of the Dirac equation
for laser-matter interaction in two dimensions [12]. As a
consequence the laser field strength is linked to the ioniza-
tion direction of the ejected electron as an alternative
measurement technique.
The solution of the classical equation of motion for an

electron in a Coulomb potential and a laser field can
generally be calculated by employing a Monte Carlo simu-
lation of the classical trajectories [13]. The fully relativistic
three-dimensional extension can be found in [14]. The
stationary ground state of the hydrogenlike ion is modeled
by a microcanonical ensemble in phase space. The relativ-
istic treatment of the electron is essential for high nuclear
charge Z of hydrogenlike ions as the kinetic energy of the
electron becomes non-negligible to its rest mass.
Therefore, the energy of the ground state of the ion needs
to be treated relativistically and is given by Eg ¼
c2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðZ�Þ2p

, with � ¼ 1=c and speed of light c.
Throughout this Letter, if not stated otherwise, atomic units
are used (@ ¼ me ¼ jej ¼ 1) with electron charge e and
mass me. The relativistic equations of motion of the elec-
tron are solved numerically by the Runge-Kutta method
with variable step size, given by

_r ¼ 1

�
p; _p ¼ �

�
Eðr; tÞ þ 1

c�
p� Bðr; tÞ

�
; (1)

where Eðr;tÞ¼�1
c
@Aðr;tÞ

@t �r�ðrÞ, �ðrÞ¼Z=r, Bðr; tÞ ¼
r�Aðr; tÞ, and Aðr; tÞ ¼ cE0

! cosð!t� !
c zÞex with time

t, laser frequency !, maximal electric field strength E0,
and spatial components x, z in polarization and propaga-

tion direction, respectively, � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jpj2=c2p

, electron
momentum p, and position r, with r ¼ jrj.
The solutions of the relativistic equations of motion are

obtained by using step-by-step integration of the equations
of motion Eq. (1). We averaged over 1000 test particles,
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corresponding to different initial conditions randomly
chosen from a microcanonical ensemble, prepared to be
in the ground state of the selected hydrogenlike ion with
ground state energy Eg. Trajectories with very small radii

which ‘‘fall’’ into the core need to be excluded. The
frequency of the linearly polarized single-cycle field was
chosen such that it matches an experimental standard laser
wavelength of � ¼ 1054 nm. The main observable of in-
terest, the ionization fraction, is calculated as the fraction
of ionized trajectories to the total number of trajectories.
An electron is considered ionized when its energy EmðtÞ ¼
ð�� 1Þc2 � Z=r measured at the end of the laser pulse is
positive. The ionization fraction depends mainly on the
maximal laser intensity and frequency as well as to a
smaller extent on the carrier phase, the shape, and the
duration of the pulse. For an ion of, e.g., Z ¼ 20, variations
in the pulse length from one to a few cycles or in the carrier
phase by around �=4 lead to changes in the ionization
fraction of the order of 30% with a similar error in the
associated laser intensity. More realistic pulses, e.g., con-
taining a sin2 envelope function, to mimic the turn-on and
turn-off of the pulse, result in deviations in the ionization
yield and the associated maximal laser intensity of the
order of 2. Quantitative non-negligible deviations due to
QED and other quantum effects are also likely to result
especially starting at about Z ¼ 50, rendering our evalu-
ations, however, still useful for order of magnitude estima-
tions. A detailed analysis of especially the dependence of
the pulse shape and laser frequency on the ionization
fraction will be published elsewhere [15].

The procedure for determining ultrastrong laser fields is
described in the following. It is based on the measurement
of the ionization fraction, which is a well-established
experimental technique. The ionization fraction for several
ions is given in Fig. 1. For a fixed Z the ionization fraction
starts off with a flat profile followed by a rather steep rise
ending up with a plateau of complete ionization. The sharp
ascent of the ionization curve is the region where the
ionization fraction can be most accurately measured. If
an approximate laser intensity range may be expected, an
ionic charge should be selected with maximal slope at this
intensity. In case of a mistaken choice, e.g., if an ionization
fraction of nearly 1 is measured, no precise statement about
the corresponding intensity can be accomplished as the
curve is effectively uniform. In this region several laser
intensities can be associated with the same ionization
fraction. Then our procedure requires that the ionic charge
needs to be increased and vice versa for the range around a
very small ionization fraction. This procedure needs to be
continued until the ionization fraction is in the narrow
range of the sharp ascent of the ionization curve (narrow
intensity range), where the corresponding laser intensity
can be most precisely determined.

At the steepest points of the sharp ascents for all inves-
tigated Z we can read off the ionization fraction and laser
intensity for each curve in Fig. 1 and obtain Fig. 2. The
unknown laser intensity can now be more effectively de-

termined. In a first step, a particular ion needs to be
selected, whose ionization fraction should then be mea-
sured. As a possible first guess, we refer to the dashed line
of Fig. 2, which indicates the corresponding ionic charge of
the expected intensity range. Here, for example, an inten-
sity of I ¼ 1023 W=cm2 corresponds to a nuclear charge of
Z ¼ 30, which would be a proper candidate to begin with if
an intensity around 1023 W=cm2 is assumed. In a second
step, the ionization fraction of the selected fixed Z should
be measured. If the ionization fraction is higher than the
corresponding one depicted in Fig. 2 (solid line), then the
measurement has to be repeated for a higher Z and vice
versa for a smaller ionization fraction. This procedure

FIG. 1 (color online). The ionization fraction for several dif-
ferent hydrogenlike ions with nuclear charge Z as function of the
maximal laser intensity in the laboratory frame is plotted. The
ionization fraction is calculated at the end of a single-cycle
square-shaped laser pulse of wavelength � ¼ 1054 nm.
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FIG. 2. The solid line defines the most sensitively measured
ionization fraction (left axis), whereas the dashed line shows the
corresponding laser intensity (right axis) as a function of the
respective optimal Z. The laser field parameters are otherwise
the same as given in Fig. 1. The lines are fits and the squares
indicate the deduced points from Fig. 1.
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needs to be continued until the ionization fraction matches
with the corresponding value given by Fig. 2 for the
respective ion. From the final Z, the corresponding laser
intensity can then be read off via the dashed curve of Fig. 2.

A second independent criterion for the precise determi-
nation of ultrastrong laser intensities that has been per-
formed originates from calculations on another observable,
namely, the ionization angle. The following studies of the
ionization with focus on the ionization angle are based as
an alternative on the solution of the Dirac quantum equa-
tion of a bound electron in an ultrastrong laser field. The
natural wave packet spreading of the ejected electron
before it reaches the detector is therefore also well incor-
porated in the calculations. The Dirac equation reads

i
@

@t
�ðx; z; tÞ ¼ fc� � ~pþ c2 ~�þUðx; zÞg�ðx; z; tÞ: (2)

The four component Dirac spinor wave function is repre-

sented by �ðx; z; tÞ with �, ~� denoting the usual Dirac
matrices, whereas the electron kinetic momentum is given
by ~p ¼ pþ 1

cAðz; tÞ. The Dirac equation is solved numeri-

cally by applying the split-operator method [16]. The
soft-core parameter a of the scalar potential Uðx;zÞ¼
�ðZ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þz2þa

p
Þ models the missing third dimension

and at the same time avoids the singularity of the
Coulomb potential at its origin. It is chosen such that the
ground state energy of the soft-core potential equals the
corresponding ground state energy given by the analytical
solution of the Coulomb potential. In our case of a nuclear
charge Z ¼ 30, the soft-core parameter is a ¼ 0:0006. The
laser field parameters are chosen to be the same as in
Figs. 1 and 2. A further parameter taken into account is a
possible preacceleration (here � ¼ 30) of the ions opposite
to the laser pulse, which may be adopted to optimal sensi-
tivity with regard to the ionization angle.

The Dirac ground state of the ionic wave function as
initially prepared is then propagated in time on a two-
dimensional grid. The total energy of the electron E in-
cluding its rest mass c2 thereby needs to be temporally

resolved on a scale�t � 1=E, which renders the numerical
calculation very lengthy in terms of computation time.
The determination of ultrastrong laser fields by the

ionization angle � in the ion’s rest frame is calculated
with respect to the laser propagation direction via the
expectation value of the kinetic momentum of the electron
in laser polarization direction p

x
and propagation direction

p
z
, i.e., via tan� ¼ p

x
=p

z
. The transformation of the ion-

ization angle between the ion’s rest and the laboratory
frame is then carried out via

tan� ¼ p
x

�ðp
z
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
x
2 þ p

z
2 þ c2

q
Þ
: (3)

For our calculations, the laser frequency ! ¼ 2:58 a:u: in
the ion’s rest frame (! ¼ 0:043 a:u:) and the parameter �

are fixed, with � arising from a gamma boost of � ¼
1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p ¼ 30. These parameters can be chosen freely
according to the experimental needs. The ionization angles
of the emitted electron and the associated laser field
strength in the ion’s rest and laboratory frames are listed
in Table I for Zn29þ (Z ¼ 30). In the OTBI regime a

TABLE I. The ionization angles in both the ion’s rest frame �
and the laboratory frame � are given for different field ampli-
tudes in the case of the hydrogenlike ion Zn29þ (Z ¼ 30). The
values of the kinetic momentum for the calculation of the
ionization angles were taken at 1=8 of the laser period of a
single-cycle square-shaped pulse in the ion’s rest frame. The
underlined values are given in the ion’s rest frame, whereas the
values not underlined are indicated in the laboratory frame.

E0 [a.u.] E0 [a.u.] p
x
[a.u.] p

z
[a.u.] j�j [deg] � [deg]

1000 16.67 �1:20 0.000 094 89.99 179.98

2700 45.0 �6:14 1.67 74.78 179.91

10 800 180.0 �297:44 327.77 42.22 175.80

16 200 270.0 �444:29 728.82 31.36 173.74

24 000 400.0 �513:14 968.83 27.91 172.79

32 040 534.0 �560:46 1158.30 25.82 172.11

FIG. 3 (color online). Depicted are snapshots of the spatial electron probability density in the ion’s rest frame on a logarithmic scale
in the case of Zn29þ (Z ¼ 30) for different field strengths (a) E0 ¼ 1000 a:u: (E0 ¼ 16:67 a:u:), (b) E0 ¼ 2700 a:u: (E0 ¼ 45:0 a:u:),
and (c) E0 ¼ 10 800 a:u: (E0 ¼ 180:0 a:u:) at 1=10 of the laser period in the ion’s rest frame. Notice the different grid sizes which are
due to the use of the adaptive grid approach [12] in order to handle the extremely large electron momenta. The hydrogenlike ion was
assumed to be initially in the ground state.
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corresponding classical trajectory Monte Carlo calculation
shows an agreement with above Dirac results within an
uncertainty of about 20%. Experimentally these measure-
ments of ultrastrong laser fields can be confirmed with
conventional intensities accessible today by taking advan-
tage of the Doppler effect by means of counterpropagating
an ion and a laser beam. The competing field strength of
both the atom and the laser field can be clearly deduced
from the dynamics of the electron density distribution.
After leaving the vicinity of the nucleus, the electron is
mainly influenced by the external laser field resulting in a
large amplitude in polarization direction and an additional
drift of the electron in propagation direction; see Fig. 3.
These calculated snapshots were taken at 1=10 of the laser
period, i.e., in the time range of a few ten attoseconds in the
ion’s rest frame. In the case of a low laser intensity as in
Fig. 3(a), the major part of the electron density remains
with the nucleus. However, with increasing laser field
strength [Figs. 3(b) and 3(c)], the electron density close
to the nucleus diminishes by moving away both in laser
propagation and polarization direction, as governed by the
high electron velocity and the Lorentz force.

The ionization angle � is reduced with increased laser
intensity while keeping the ratio constant between the laser
field strength E0 and the averaged electric field of the
atomic ground state Eatom ¼ Z3. This shows the impor-
tance of the laser magnetic field component in ultrastrong
fields yielding an enhanced relative momentum in the laser
propagation direction with increasing intensity. Thus, fol-
lowing both from Figs. 1 and 2 and Table I, laser intensities
of around 1023 W=cm2 may be sensitively measured with
ions of Z ¼ 30. For laser intensities of the order of
1024–1025 W=cm2, which are feasible within the next
few years [4], ions with charge Z ¼ 40–60 are suitable
according to Figs. 1 and 2.

In summary, we have performed classical relativistic and
quantum Dirac calculations for the interaction of multiply
charged hydrogenlike ions with ultraintense single-cycle
laser pulses. Our studies of the ionization fraction and
angular distribution of the ejected electron in the OTBI
regime show that these observables can be employed to
most sensitively determine the maximal laser pulse inten-
sity of ultrastrong fields. In particular, taking advantage of
the wide range of mean electric field strengths of multiply
charged ions renders our method also suitable to somewhat
higher laser intensities and to frequencies of x-ray free-
electron lasers.

We acknowledge helpful discussions with Heiko Bauke
and Guido Mocken.
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