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One explanation for the glass transition is a geometrical frustration owing to the development of non-

space-filling short-range order (icosahedral, tetrahedral). However, experimental demonstrations of this

are lacking. Here, the first quantitative measurements of the time-dependent nucleation rate in a

Zr59Ti3Cu20Ni8Al10 bulk metallic glass are combined with the first measurements of the evolution of

the supercooled liquid structure to near the glass transition temperature to provide strong support for an

icosahedral-order-based frustration model for the glass transition in Zr-based glasses.
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The glass transition is arguably one of the most signifi-
cant problems in condensed matter physics. The dramatic
slowing down of the dynamics (structural relaxation, vis-
cous flow) and the loss of ergodicity as the liquid tempera-
ture is lowered towards the glass transition temperature
(Tg) are poorly understood. While there is general con-

sensus that the dynamics are strongly coupled to the devel-
opment of local and, perhaps, intermediate-range order in
the metastable liquid, the nature of this order is controver-
sial. According to one view the supercooled liquid (meta-
stable liquid below the melting temperature) develops
preferred structures that minimize the energy locally [1–
4], but which are incompatible with space filling, giving
rise to topological or geometric frustration. Frustration
models have also been constructed based on the local
coordination number [5] and strain [6]. The slowing
down of the dynamics is a direct consequence of the
frustration. Non-space filling icosahedral short-range order
(ISRO) is frequently argued to dominate the local struc-
tures of metallic liquids and glasses and to be responsible
for topological frustration. This was first suggested by
Frank [1] to explain the observed crystal nucleation barrier
[1,7,8] and has been supported by a number of subsequent
theoretical studies [9,10].

Experimental confirmation of ISRO in liquids and
glasses is currently debated. For bulk metallic glasses
(BMG), although there are many reports [11] on the struc-
ture factor SðqÞ of the glass, experimental data for the
evolution of the liquid structure in the supercooled state
do not exist; heterogeneous nucleation of the crystal phase
from the container walls hinders such measurements. The
usual interpretation of a split second peak in the SðqÞ of the
glasses as evidence for ISRO is questioned, as are the
results from reverse Monte Carlo (RMC) analyses [12].
Complementary structural information can be gained from
nucleation studies during glass crystallization. Many Zr-
based BMGs crystallize to icosahedral quasicrystals, sug-
gesting significant ISRO. Although a number of steady-
state nucleation studies in BMG alloys have been reported
[13], these are often based on assumptions that may not be

justified. Time-dependent nucleation rate measurements
can be analyzed without such assumptions, and since the
rates follow a scaling rule [14], the quality of the data can
be assessed. The interfacial mobility, which governs the
cluster evolution underlying the nucleation rate, can be
measured directly [7], avoiding the extrapolation of high-
temperature viscosity data and the use of the Stokes-
Einstein equation, which frequently breaks down in the
deeply supercooled state [15].
Here we present the first quantitative measurements of

the time-dependent nucleation rate in a metallic glass,
studying the crystallization of a Zr59Ti3Cu20Ni8Al10
BMG to an icosahedral quasicrystal (i phase) [16] of the
same chemical composition. An extremely small value for
the interfacial free energy between the amorphous and i
phase, �a-i, is obtained from a detailed analysis of these
data. This is much smaller than that between a liquid and a
quasicrystal [7,8,17,18], signaling a sharp growth of ISRO
with supercooling through the glass transition. This con-
clusion is confirmed by our direct measurements of the
evolution of the local structure of the liquid in the deeply
supercooled and amorphous states, based on a RMC analy-
sis of liquid diffraction data. These results from two very
different experiments provide the strongest experimental
demonstration to date that ISRO dominates the structures
of both the liquid and the glass and provide strong support
for an ISRO-based frustration model [3,4] for the glass
transition in this and, possibly, other Zr-based metallic
glasses.
According to the classical nucleation theory [7], random

fluctuations in the liquid produce an ensemble of small
clusters having the structure of the ordered phase. How-
ever, only those clusters exceeding a critical size (n�
atoms) can nucleate and grow. For liquids, the steady-state
nucleation rate for such clusters, Is, is generally estimated
from the maximum supercooling temperature before crys-
tallization [7,17]. Nucleation and growth occur simulta-
neously, however, introducing some uncertainty in the val-
ues obtained. In silicate glasses it has been demonstrated
that a two-step annealing treatment can be used to obtain
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quantitative steady state and time-dependent nucleation
data [19]; the first two-step measurements of nucleation
in a metallic glass are reported here. Glasses are first
annealed at a nucleation temperature TN , where the nu-
cleation rate is high but the growth rate is low, to produce a
population of nuclei. A subsequent anneal at a higher
temperature, TG, where the nucleation rate is low but the
growth rate is fast, allows these nuclei to grow to observ-
able size. The rate of production of clusters larger than
n�ðTGÞ is then directly obtained [19–21].

Samples of Zr59Ti3Cu20Ni8Al10 were prepared as de-
scribed elsewhere [22]. Although amorphous ingots can be
made easily, for convenience, 30–50 �m thick amorphous
ribbons were used in this study. For the nucleation anneal,
the ribbons were wrapped in an Al foil and annealed
between 385 �C–400 �C (Tg ¼ 382 �C, Tcryst ¼ 451 �C
[16]) for various lengths of times in a temperature con-
trolled (�0:5 �C) lead-tin bath. A growth treatment of
2 min at 430 �C was used. X-ray and TEM diffraction
studies confirmed that only the i phase was formed during
these anneals. The number of i phase grains produced after
the nucleation and growth treatments were counted manu-
ally from transmission electron microscopy images. The
number of i phase grains per unit volume Nv is shown as a
function of annealing time t and nucleation temperature TN

in Fig. 1(a). Corrections to Nv for sample thickness were
made using a modified Saltykov method [23].

The nucleation rate (dNv=dt) is initially low and ap-
proaches the constant slope steady-state value, Is, only
after long annealing times [shown by the dashed line in
Fig. 1(a)]. This time-dependent nucleation [20] reflects an
evolution of the crystal cluster size distribution inherited in
the glass during the quench to the steady-state distribution
at the annealing temperature TN . The characteristic time
that describes this evolution is the transient time � [14,20],
obtained from the induction time � (� ¼ 6�=�2), which is
given by the intercept of the slope of a NðtÞ versus t plot,
extrapolated from the steady-state regime to the time axis
[dashed line in Fig. 1(a)]. The classical theory of nuclea-
tion [7,14] predicts that NðtÞ should follow a scaling rela-
tion:
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The observed excellent agreement of the data to Eq. (1),
shown in Fig. 1(b), demonstrates the high quality of the
nucleation data. They can be quantitatively analyzed to
provide accurate estimates of the interfacial free energy. A
distinct advantage of time-dependent data is that the in-
duction time provides a direct measure of the appropriate
interfacial attachment frequency, obviating the need for
extrapolations of high-temperature viscosity data and the
use of the Stokes-Einstein equation to extract a jump
mobility, which can fail at deep supercoolings [15].
From the classical theory [7],
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where �Gv is the driving free energy per unit volume for
crystallization, kB is Boltzmann’s constant, and A� is ap-
proximately constant. The driving free energy �Gv was
calculated [7] from the enthalpy of transformation between
the supercooled liquid and the i phase [�H ð703 KÞ ¼
1427 J=mol] and the measured specific heat differ-
ence �ca-ip ¼cap�cip¼�361:87þ0:971T�6:080�
10�4 T2 ðJ=molKÞ between the amorphous and crystal
phases, measured by differential scanning calorimetry
(DSC). Since the metastable liquidus temperature for the
i phase is not known, conservative bounds were placed.
The lower bound was taken to be 459 �C, corresponding to
the termination temperature for the primary crystallization
peak in DSC scans. An upper bound of 527 �C corre-
sponded to the first exothermic event observed during
free cooling of the liquid in electrostatic levitation [22]
and the complete crystallization of the glass in DSC scans.
Note that the induction time needed in Eq. (2) is for the
critical size at the nucleation temperature �n�ðTNÞ; the mea-

sured induction time is for the critical size at the growth
temperature, �n�ðTGÞ. �n�ðTNÞ may be obtained from the

measured data using [24]
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FIG. 1. (a) Number of quasicrystal grains per unit volume Nv

as a function of annealing time at the nucleation temperature TN .
The growth temperature was 430 �C. The slope of Nv versus t
equals Is at long annealing times. The induction time � is
obtained by extrapolating Nv in the steady-state regime to the
time axis (illustrated by the dashed line for the 395 �C data).
(b) Fit to scaling relation predicted from classical theory of
nucleation [Eq. (1)].
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where x ¼ ½n�ðTGÞ=n�ðTNÞ�1=3 � 1, n�ðTNÞ and n�ðTGÞ are
the critical sizes at the nucleation and growth temperatures,
respectively, and � is Euler’s constant (0.5772); W� is the
work for critical cluster formation calculated at TN and
n� ¼ ð32�=3 �vÞð�a�i=j�GvjÞ3.

As shown in Fig. 2, a plot of lnðIs�n�ðTNÞÞ versus

(16�=3kBT�G
2
v) gives the expected straight line

[Eq. (2)]; �a-i is the cube root of the slope of this line.
Since �a-i is required for the induction time correction
[Eq. (3)], it was first estimated using �n�ðTGÞ. The values for
�a-i and �n�ðTNÞ were then refined by iteration until con-

vergence, generally within less than five iterations. The
final value of the interfacial free energy obtained is 0:01�
0:004 J=m2 (error primarily reflects the uncertainty in the
metastable liquidus temperature). Such a small interfacial
free energy, almost an order of magnitude smaller than the
values obtained between a supercooled liquid and a quasi-
crystal [7,8,17,18], implies very strong ISRO in the glass.

To investigate this further, x-ray diffraction measure-
ments were made on electrostatically levitated, nearly
spherical (2.3–2.5 mm diameter), droplets of supercooled
liquid and glass at the Advanced Photon Source (APS,
�-CAT 6ID-D) using 125 keV x rays, as described else-
where [17,25]. The pair correlation function, gðrÞ, com-
puted from the measured SðqÞ is shown in Fig. 3. Structural
models for the liquids were obtained from RMC [12]

simulations on 5000 atoms in a cube of side L ¼
45:86 �A, assuming periodic boundary conditions. The
atomic number densities �0 used were 0.0523 (27 �C),

0.0518 (700 �C), 0.0511 (900 �C), 0.0509 (1000 �C),
0.0506 (1100 �C), 0.0503 (1200 �C), obtained from the
measured liquid densities (see [26]); the density (0.0522)
at Tg (382 �C) was obtained by extrapolation. The cutoff

distance was 2.1 Å to prevent overlapping of the atoms. As
shown in Fig. 3, the calculated gðrÞ is in good agreement
with the experimental data.
The topologies of the RMC generated structures were

analyzed in terms of their bond-orientational order (BOO)
parameters [2] and Honeycutt-Andersen (HA) indices [27].
As shown in Fig. 4(a), only the Q6 BOO, corresponding to
ISRO, showed a significant monotonic increase with su-
percooling, which was also observed in earlier molecular
dynamics simulation studies of liquids interacting via a
Lennard-Jones potential [2].
In agreement with the BOO results, the densities of the

HA indices reflecting ISRO (1551) and distorted ISRO
(1541 and 1431) are the largest and increase with super-
cooling [Fig. 4(b)]. The rate of change of the intensity of
the HA index 1551 slows down dramatically near the glass
transition, reflecting configurational freezing. A small frac-
tion of the liquid is characterized by crystal-type order (HA
index 1661 for bcc and 1421 and 1422 for fcc and hcp, for
example), but the intensities of these indices (not shown
here) remain constant or decrease slightly with supercool-
ing. Since it was not possible to obtain liquid structure data
very close to the glass transition temperature (382 �C [16])
due to crystallization, the corresponding HA index 1551
intensity [square symbol in Fig. 4(b)] was obtained from an
SðqÞ that was computed [28] from the structure factor at
room temperature. While this may influence the precise
position of the dashed line in Fig. 4(b), the main conclusion
is unaffected; the evolution of the order slows significantly
near Tg. Both the BOO and the HA metrics, therefore,

indicate a significant increase in the ISRO in the super-
cooled liquid down to Tg, in agreement with the results of

the nucleation measurements.
In conclusion, these first quantitative time-dependent

nucleation measurements in a metallic glass indicate that

FIG. 2. Plot of the log of the product of the experimentally
measured steady-state nucleation rate and the induction time as a
function of the inverse driving free energy and temperature for i
phase nucleation in a Zr59Ti3Cu20Ni8Al10 metallic glass. The
straight line is a best fit to the data points. The vertical error bars
reflect the experimental uncertainty in measurements of the in-
duction time and steady-state nucleation rates. The horizontal
ones reflect the uncertainty in the quasicrystal metastable liqui-
dus temperature (see text) as well as that in the specific heat
measurements of the supercooled liquid near the glass transition.
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FIG. 3. The gðrÞ computed from the experimental SðqÞ
(circles) and the RMC fits (solid lines); the data were sparsely
plotted to show the quality of the fits.
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the interfacial free energy between the icosahedral quasi-
crystal phase and the glass in Zr59Ti3Cu20Ni8Al10 is ex-
tremely small. Taken with the results of the analysis of the
first x-ray diffraction data of the supercooled liquid and
glass, a clear case is made for dominant ISRO in this liquid
and glass. The ISRO increases dramatically with super-
cooling to the glass transition, providing the strongest
experimental evidence to date of the connection between
ISRO and the frustration underlying the glass transition in
this and related glasses. Further, it indicates that ISRO can
play a central role in glass formation in Zr-based bulk
metallic glasses. The growth of ISRO in the supercooled
liquid raises the nucleation barrier for the formation of
crystal phases and increases the viscosity of the liquid
[4,13], making it easier to form the glass.
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FIG. 4. (a) A normalized BOO analysis of Zr59Ti3Cu20Ni8Al10
alloy at various temperatures. The arrow indicates the direction
of decreasing temperature. (b) The intensity of the 1551
Honeycutt-Andersen index (characteristic of ISRO) as a function
of liquid temperature. The dashed line is a polynomial fit.
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