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We use accelerated molecular dynamics to simulate temperature-programed desorption (TPD) of

n-pentane from the basal plane of graphite in the first atomistic simulations to probe TPD over laboratory

time scales. Although the simulated TPD spectra agree with experiment, a detailed analysis reveals

underlying kinetic phenomena that contrast the standard experimental interpretation and opens new

possibilities for understanding molecular kinetics at solid surfaces.
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The thermal desorption of adsorbed species from solid
surfaces occurs in nearly every application involving ad-
sorption, including catalysis, assembly at surfaces, wet-
ting, etching, thin-film growth, and lubrication. The most
widely used experimental method for quantifying thermal
desorption is temperature-programed desorption (TPD). In
TPD, molecules are adsorbed onto a solid surface with an
initial temperature T0 and coverage �0. The surface is
heated with a rate �, such that the surface temperature T
changes with time t according to T ¼ T0 þ �t. The inten-
sity of desorbing molecules d�=dt yields a TPD spectrum
that reflects the desorption rate. For first-order desorption,
we have

d�

dt
¼ �kð�; TÞ�; (1)

where k is the rate constant, with the approximate Polanyi-

Wigner form k ¼ �0e
�Ed=kT . Here �0 is the prefactor and

Ed is the activation energy. Although several methods have
been proposed to extract kinetic parameters from experi-
mental TPD spectra [1–6], interpretation of TPD can still
be controversial. A good example of this controversy can
be found in TPD studies of n-alkane desorption [7–13],
which is the subject of this Letter.

A significant difficulty with interpreting TPD is that this
macroscopic experiment offers a limited picture of the
underlying microscopic kinetic events. In this regard, the-
ory and simulation could be useful—although, heretofore,
modeling efforts have been limited to lattice-based ap-
proaches [14–18]. Because adsorption may not be local-
ized to binding sites at temperatures where thermal
desorption is significant, the validity of lattice models is
questionable. This difficulty is compounded for large
molecules, whose various conformational states do not
easily map to a lattice.

In this Letter, we present real-space, atomic-scale simu-
lations based on accelerated molecular dynamics (MD)
[19–21] that can probe TPD over laboratory time scales.
We focus on the desorption of n-pentane (C5H12) from the
basal plane of graphite C(0001). To model the adsorption

of pentane on C(0001), we use an all-atom representation
for pentane. Intermolecular and intramolecular potentials
are taken from the OPLS force field [22] and are described
in detail elsewhere [13]. The highest frequency modes, i.e.,
bond stretches and H� C� H angle bends, are con-
strained using the RATTLE algorithm [23]. All other internal
motions, including C� C� C and H� C� C bends and
all torsions, are included explicitly. Interactions between
the pentane molecules and the graphite surface are domi-
nated by dispersion forces and modeled using a modified
Steele’s potential [13,24].
To simulate the accelerated MD of TPD, we employ a

variant of the Bond-Boost method [21]. We take advantage
of the fact that desorption is significantly slower than other
surface processes (e.g., surface diffusion, trans-gauche,
and interlayer transitions) so that these fast processes are
in equilibrium on the time scale of desorption. A boost
potential �V is applied to all N adsorbed molecules, such
that the adlayer is simulated with a modified potential
given by V� ¼ V þ�V, where V½¼ VðRÞ� is the original
potential, which is a function of the system configuration
fRg. The boost potential has the form

�VðRÞ ¼ AðRÞ
N

XN

i¼1

�ViðRÞ: (2)

Here, �ViðRÞ ¼ ð�1 � 1ÞVs;iðRÞ þ ð�2 � 1ÞVinter;iðRÞ,
where Vs;i and Vinter;i are the molecule-surface and

molecule-molecule interaction for molecule i, respectively.
We used �1 ¼ 0:1 and �2 ¼ 0:35, values that were se-
lected to accelerate desorption (by weakening Vs and Vinter

on V�), while probing the same phase space as canonical
simulations on the original potential V. The phase-space
overlap was confirmed by the overlap of energy histograms
obtained on V and on V�, as well as by matching radial
distribution functions at all conditions probed. The enve-
lope function AðRÞ ½� Að�maxÞ� is given by

Að�maxÞ ¼
�
1� ð�max

q Þ2; �max � q
0; �max > q:

(3)
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Here, �max ¼ MAXfjðzcom;i � zeÞ=zejg, where zcom;i is the

center-of-mass height of molecule i and zeð¼ 3:44 �AÞ is
the equilibrium height of a first-layer molecule. qð¼ 2:57Þ
is a dimensionless threshold defined such that Vs is negli-
gible for any possible orientation of a desorbing molecule
near q. In addition to ensuring that �V ! 0 at the tran-
sition state [20,21], A channels the boost into the molecule
closest to desorbing.

Our simulations proceed as follows: We equilibrate an
n-pentane layer on the surface at some fraction of a full
monolayer (ML) �0. The ML coverage (� ¼ 1) is based on
the unit cell for pentane resolved in neutron diffraction
experiments by Kruchten et al. [25], which we can repro-
duce. Subsequent to equilibration, we apply the boost until
�max > q. At this point, desorption occurs, the remaining
molecules are briefly simulated with regular MD, the boost
is reapplied, and the cycle continues.

The physical time tiþ1 for the ðiþ 1Þst MD time step is

given by tiþ1 ¼ ti þ �te�Vi=kT , where �t is the MD time
step and �Vi is given by Eq. (2). The temperature is
increased by T ¼ T0 þ �t using the Berendsen thermostat
[26]. During the simulation, we record �ðtÞ and fit the
average from 10 runs to a polynomial. We obtain the
TPD spectrum analytically from �d�=dt.

To verify our model, we simulated TPD beginning with
�0 ¼ 1 using � ¼ 2:0 K=s. Paserba and Gellman probed
pentane desorption from C(0001) experimentally under
these conditions [9] and a comparison between our simu-
lated spectrum and theirs is shown in Fig. 1. As we see in
Fig. 1, the leading edges of the spectra are close and the
peak temperatures agree within �1

�
. Differences in the

initial portions of the spectra can be attributed to differ-
ences in coverage calibration between simulation and ex-
periment. Further, it is likely that the rapid drop-off of the
simulated TPD spectrum compared to experiment is due to

the absence of surface defects in the simulations. Tait et al.
found that surface defects, which bind alkanes more
strongly than sites on the perfect C(0001) surface, influ-
ence TPD spectra for coverages below�0:2–0:3 ML [12].
By binding molecules more strongly, defects delay low-
coverage desorption to higher temperatures and broaden
the experimental TPD spectrum.
Figure 2 shows simulated TPD spectra with � ¼

0:6 K=s. For �0 ¼ 1:0, the simulated time is almost 40 s.
The spectra for �0 ¼ 0:5–1:0 take on the appearance of
those obtained experimentally by Tait et al. [12] for
n-butane (C4H10) and n-hexane (C6H14) on C(0001) using
� ¼ 0:6 K=s. Although it is reasonable to attribute the
increasing peaks of the simulated spectra with �0 to attrac-
tion between the pentane molecules, as was done in Tait’s
study [12], we will show below that this analysis does not
completely capture the underlying physics. We surmise
that the ‘‘breakthrough’’ of the simulated TPD spectrum
for �0 ¼ 0:25, which is not seen in Tait’s experimental
study, is due to our neglect of surface defects, as discussed
above. Finally, we note that the TPD spectra in Figs. 1 and
2 take on a zero-order appearance, which has also been
noted in experimental studies of short alkanes and other
physically adsorbed species [12,27]. We will return to this
point below.
To obtain rate constants from our simulated TPD spec-

tra, we employ a variant of Eq. (1), given by

kð�; TÞ ¼ � 1

�

d�

dt
: (4)

This analysis can be done experimentally [3–6] if �ðtÞ is
precisely known. The inset of Fig. 2 shows a plot of Eq. (4)
obtained from the TPD spectra in Fig. 2. If k was indepen-
dent of coverage, then the curves would be straight lines
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FIG. 1 (color online). Comparison of a simulated TPD spec-
trum with � ¼ 2:0 K=s for �0 ¼ 1:0 ML to an experimental
spectrum [9]. Both spectra are scaled so the maximum intensity
is one. The insets show snapshots for � ¼ 0:75, with a second-
layer molecule (yellow or light), and � ¼ 0:25.

FIG. 2. Simulated TPD spectra with � ¼ 0:6 K=s for �0 ¼
0:25, 0.5, 0.75, and 1.0 ML. The inset shows the rate constants
obtained from the TPD spectra using Eq. (4).
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that would superimpose exactly. However, this is not the
case. By simulating TPD spectra with various �0 and �
ranging from 0:5–5:0 K=s, we find kð�; TÞ using Eq. (4).
From Arrhenius plots of kðTÞ at fixed �, we obtained the
desorption energies and prefactors in Table I.

Table I shows that both Ed and �0 vary substantially with
coverage and both exhibit a maximum at � ¼ 0:4. In their
experimental study of pentane on graphite, Paserba and
Gellman assumed �0 ¼ 1019:6 s�1 and found Ed ¼
65:5 kJ=mol [9]. Tait and colleagues reanalyzed Paserba
and Gellman’s TPD data for pentane assuming upper and
lower bounds for the prefactor [12] and our values in
Table I fall within their estimated range [12]. However,
Tait et al. assumed a constant prefactor and found that Ed

increases with coverage for butane and hexane [12].
To understand the trends in Table I, we simulated de-

sorption from layers at fixed coverages of � ¼ 0:25, 0.5,
0.75, and 1.0. For each temperature and coverage, between
170 and 330 desorptions were simulated to obtain the
distribution of desorption times. Generally, we expect the
time distribution to be exponential for rare events, such as
thermal desorption. Here, the time distributions are multi-
exponential, with a form given by PðtÞ ¼ P

jaje
�kjt. For

example, Fig. 3 shows a time distribution at 1 ML, which
indicates two distinct rate processes. From the slopes of the
best-fit lines for short and long times, we found rate con-
stants for these processes. Figure 4 shows these, along with
other rate constants that we found.

Overall, we could resolve three different rate processes.
The fastest of these is seen the most clearly for 1 ML and is
associated with the desorption of molecules from on top of
the layer. The insets in Fig. 3 show such a second-layer
molecule. From the Arrhenius plot in Fig. 4, we find Ed ¼
32:5 kJ=mol and �0 ¼ 9:2� 1011 s�1 for second-layer
desorption. If we use these values to simulate TPD with a
heating rate of � ¼ 2:0 K=s, as Paserba and Gellman used
in their experimental TPD studies of pentane multilayers
on C(0001), we obtain a peak temperature of 137 K—close
to their value of 133 K [9]. Interestingly, we also observed

second-layer desorptions at lower �. The inset to Fig. 1
shows a second-layer molecule poised to desorb at
0.75 ML. In experimental analysis of TPD spectra, such
events are associated with low-temperature, multilayer
desorption. Here, we find that weakly bound, second-layer
molecules exist and desorb at submonolayer coverages.
The second-fastest process is desorption of isolated

molecules, which is most easily observed at � ¼ 0:25.
The inset to Fig. 1 shows a snapshot with isolated mole-
cules at 0.25 ML. From the Arrhenius plot in Fig. 4, we find

TABLE I. Prefactors �0 (s�1) and energy barriers Ed

( kJ=mol) for various coverages � obtained from the simulated
TPD spectra using Eq. (4). The uncertainties are the standard
deviation in a least-squares fit of the Arrhenius plot.

� log10ð�0Þ Ed

0.10 14:8	 0:8 46:0	 2:0
0.25 16:3	 0:4 52:0	 1:0
0.30 16:7	 0:3 53:0	 1:0
0.40 17:6	 0:3 56:0	 1:0
0.50 17:4	 0:2 55:8	 0:7
0.60 17:2	 0:3 55:3	 0:8
0.75 16:9	 0:8 54:0	 2:0
0.80 16:6	 0:8 54:0	 2:0
0.90 15:5	 0:3 50:4	 0:9

FIG. 3 (color online). Distribution of desorption times at
160 K for � ¼ 1:0 ML. The insets show top-down and side
views of a ML on C(0001) with a second-layer molecule (yellow
or light color) prior to its desorption.
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FIG. 4. Arrhenius plot of the fast (filled symbols) and slow
(open symbols) processes obtained from the time distributions
for fixed-coverage simulations with � ¼ 0:25 and 1.0 ML. The
uncertainties are smaller than the symbol sizes.
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Ed ¼ 36:5 kJ=mol and �0 ¼ 5:5� 1012 s�1 for isolated
molecules. These values are substantially smaller than
experimental values (as well as the values in Table I),
indicating that attractive alkane interactions play a signifi-
cant role in determining the value of the desorption en-
ergy—even at low �. The slowest time scales, which are
similar for all the coverages studied, can be attributed
to desorption from adsorbate islands. From the Arrhenius
plot in Fig. 4, we find Ed ¼ 58:1 kJ=mol and �0 ¼ 2:4�
1017 s�1 for molecules within islands.

The large prefactor for island desorption reflects the loss
of rotational entropy for molecules packed into islands
relative to the free-molecule transition state. Our prefactor
for island desorption falls within the range predicted by
Tait et al. [12], who used analytical approximations to
bracket possible values for �0 between 1015:3–1020 s�1.
Our prefactors for isolated and second-layer molecules
fall below Tait’s range—perhaps because their assump-
tions for the partition functions do not apply to these
weakly bound molecules. Additionally, our rate constants
are most likely effective values that represent more than
one process. Although most of the time distributions in-
dicate some degree of curvature at both short and long
times (cf. Fig. 3), hinting at the presence of more than one
fast or slow process, we could not resolve these processes
separately.

Thus, our simulations indicate that thermal desorption
can be a complex process consisting of different types of
events. The net rate at a given coverage is a combination of
the rates for these events. At low coverages, most of the
desorptions are from isolated molecules and the fraction of
these decreases with increasing �. The increase in the
activation energy with � at low-coverage reflects the in-
creasing population of island molecules and the increase in
the prefactor indicates the loss of entropy when molecules
are incorporated into islands. As the coverage increases
above 0.5 ML, second-layer desorption occurs with in-
creasing frequency and coexists with (declining) isolated
desorptions, as well as slow, island desorption. Because of
the weak binding of second-layer molecules and the sig-
nificant entropy gain when a molecule climbs from the first
to the second layer, the apparent activation energy and
prefactor decline at high coverages. The fact that we are
able to observe and quantify desorption from all possible
types of surface environments can be taken as evidence that
desorption is first order here. The coverage-dependence of
k, which increases with decreasing �, leads to TPD spectra
with a zero-order appearance.

In closing, we emphasize that while our simulated TPD
spectra agree with those in experiment [9,12], our inter-
pretation of them is considerably different than the seem-
ingly straightforward experimental interpretation. Detailed

simulations and analysis along the lines utilized here could
be useful in a variety of applications that rely on TPD data
to resolve the impact of atomic-scale processes on macro-
scopic rate phenomena.
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