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Vortices, Zero Modes, and Fractionalization in the Bilayer-Graphene Exciton Condensate
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A real-space formulation is given for the recently discussed exciton condensate in a symmetrically
biased graphene bilayer. We show that in the continuum limit an oddly quantized vortex in this condensate
binds exactly one zero-mode per valley index of the bilayer. In the full lattice model, the zero modes are
split slightly due to intervalley mixing. We support these results by an exact numerical diagonalization of
the lattice Hamiltonian. We also discuss the effect of the zero modes on the charge content of these
vortices and deduce some of their interesting properties.
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Introduction.—Nontrivial topological configurations
play a significant role in our understanding of a wide range
of physical systems and often have interesting and poten-
tially useful properties. In one spatial dimension, solitons
and instantons interacting with fermions often induce frac-
tional fermion numbers [1,2] as manifested in the canoni-
cal example of the polyacetylene chain [3]. In two
dimensions, an important example is provided by vortices
in a superfluid or a superconductor, precisely quantized to
make possible the coexistence of the condensate with
supercritical macroscopic rotation or magnetic field, re-
spectively. Such vortices may carry fermonic zero modes
which typically imply a host of unusual properties. In a
planar spin-polarized p + ip, superconductor half-
quantum vortices can exist and have been argued to obey
non-Abelian exchange statistics due to the presence of an
unpaired Majorana fermion bound to the vortex [4,5].
More recently, similar physics has been shown to occur
in certain simple models describing fermions on the honey-
comb and 7-flux square lattices where vortices in a bond
dimerization pattern carry fractional charge [6,7] and obey
Abelian fractional statistics [8,9].

Topological structures in the above 2D examples and
their associated phenomena afford a special degree of
protection against local perturbations and have been iden-
tified as a key resource for fault-tolerant quantum infor-
mation processing [10]. It would be clearly desirable if
such systems could be produced and studied in the labo-
ratory. Unfortunately, prospects for the experimental real-
ization of the above systems are not particularly good: no
spin-polarized p + ip superconductors are known to exist,
and it is not quite clear how one would realize the dimeri-
zation patterns required in Refs. [6,7].

In this Letter, we discuss a physical system that is likely
to be produced in a laboratory in the near future and show
that it exhibits some of the key features of the aforemen-
tioned 2D models [5-9]. Specifically, we consider a gra-
phene bilayer [11] separated by a dielectric barrier [12]
depicted in Fig. 1(a). When biased by external gates, the
perfect nesting of the electron and hole Fermi surfaces in
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different layers creates ideal conditions for the formation
of an exciton condensate (EC), i.e., the coherent liquid of
bound states of electrons in one layer and holes in the other.
It has been argued recently that for realistic values of
parameters the EC can exist even at room temperature
[12] and that it depends only weakly on the exact stacking
of the two layers [13]. In what follows, we construct a real-
space model for this system and use it to study the internal
structure of a vortex in the complex order parameter char-
acterizing the EC. We show that it contains two fermion
zero modes, one for each valley index of the bilayer, which
are split slightly due to intervalley mixing. Although there
is no net charge associated with a vortex at half filling, the
vortex binds fractional ‘‘axial charge,” defined as the
difference of the charge between the layers. We argue
that such a vortex will obey fractional exchange statistics
and comment on possible experimental signatures of our
findings.

Exciton condensate.—We consider the simplest model
containing the essential physics of the system at zero
temperature. It consists of fermions hopping between near-
est neighbor (NN) sites on each of two layers of honey-
comb lattice stacked directly on top of each other. Since the
electron spin plays no role in the formation of EC, we
consider only a single spin projection. There is no direct
hopping between the two layers. EC formation is driven by

(a) (b)

FIG. 1 (color online). (a) The schematic structure of the sys-
tem, and the proposal to create an effective axial magnetic field.
(b) The spectrum near the nodal point where the dashed (green)
line shows the noninteracting, and the solid (red) line the
interacting case with the shifted nodes in external potential (V)
and the exciton gap (m) marked.
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the interlayer Coulomb repulsion which we model by an
effective short-range repulsion between the fermions in
different layers at the same planar site. As we shall see
momentarily, this short-range repulsion produces the same
EC phase obtained in Refs. [12,13] based on a careful
treatment of the long range Coulomb interaction between
and within the layers. By adiabatic continuity, we thus
expect our model to capture all the essential physics of
the EC phase.

The Hamiltonian is, thus, H = H, + H, + H;, where the
in-plane Hamiltonian H, = —tz'_(,-j)c;racja —(—=)*VYini,
for layers a = 1, 2 and the interaction Hy = UY ;n; n;.
Here, c;, annihilates an electron at site i and layer « and
Nig = CiyCiq-

The mean-field order parameter of the EC is A; =
U (c;rzcl-l). Decoupling Hy; in this channel, we find

1
Hyp=H,+H,— Z(Aic;rlc,-Q +He)+ EZ'A"P' (1)

In the uniform system, a gap opens in the spectrum only
when 2m = A, — Ag # 0 where A and B are the two
sublattices. When A, = —Ap, the gap has its maximum
value 2|m| and the ground state energy is minimized.
We will consider this state henceforth. Defining the spinor
field ¢; = (cp,1, —Ca,1, Cpo» €ap)', the Hamiltonian can
be written compactly in momentum space as H =
Sk ih i + Ey, with Ey = N|m|>/U, N the number
of sites per layer, and

hy = yolviRerg + yoImry + Vyyys + [mle™5X]. (2)

Here, fy = — 1Y enne™ ™ v, = i02®0,, v =0, ®1
are Dirac matrices in the Weyl representation, ys =
—iYoY1Y2Y3 = 03 ® 1, and we have used a polar repre-
sentation m = |m|eX.

The spectrum is *Ey, s = *1,

Eyy = y(lti] + V)2 + [ml2, 3)

This is shown in Fig. 1(b). The gap equation reads 2N =
UZIkSEl;S1 where the sum is over the occupied states. The
critical value of the interaction is given by 2N/U, =
Z/kslltkl + sV|~!. Around the nodes, the right-hand side
diverges logarithmically for s = —1. So, U, = 0 as ex-
pected. The dependence of |m| on U and V can be found in
the nodal approximation to be

Im| = 25/VAeV372/0Y, )

with an ultraviolet cutoff A =~ ¢ and in the limit |m| <
VAU

Low-energy theory.—At long wavelengths, the system is
dominated by the excitations around the two inequivalent
valleys K. =(*x47/ 3+/3a,0) of the graphene layers,
where 1g, +p = *p, + ip,. (We have set the Fermi veloc-
ity 3ta/2 = 1.) The linearized mean-field Hamiltonian for

these excitations is hy +h_ with h, = y;y3h_vy3y, =

H,
H = yo(yibs + v2by + Vyoys + Imle™7sX),  (5)

where p = —iV is the momentum operator and the mass m
is now also taken to vary with position. Since the valleys
are decoupled in the low-energy theory, we shall first study
a single valley. We return to the full Hamiltonian in the
numerics and discuss the intervalley mixing.

The spectrum of FH is symmetric around zero. This is
seen by noting that

Y2 H y, = H, (6)

and y3 = —1. Thus, for every eigenstate ¢ of energy E,
the state Q¢ = y,¢} is an eigenstate of energy —E.
This symmetry is furnished by the antiunitary operator
Q = O = y,K where K is the complex-conjugation op-
erator: {(), H'} = 0. When V = 0 formally, there is an-
other unitary operator, y,7ys, that anticommutes with FH
(Ref. [14]). For V # 0, in contrast, ) is the only anticum-
muting operator.

Zero modes.—We will now consider a vortex in the EC
order parameter, i.e., m(r — o0, §) = mge™? where n € Z
is the vorticity, and show that, within the low-energy
theory, there is exactly one zero mode per valley bound
to the vortex for odd n.

Before presenting the explicit solution, we note the
following. For V =0, Eq. (5) formally coincides with
the Hamiltonian studied in Refs. [6,7,14], and hence there
are |n| exact zero modes for n-fold vortex [15]. The
number of zero modes follows from, and is topologically
protected by, an index theorem [16]. We now imagine
slowly turning on V' and note that far from the vortex cen-
ter, the spectrum must remain gapped. Owing to Eq. (6),
which requires a symmetric spectrum, we could at most
split an even number of zero modes. Therefore, at least one
zero mode must survive for odd n. Also, since the spectral
symmetry for V # 0 is generated by an antiunitary opera-
tor, similar to the situation with half-quantum vortices in a
p + ip superconductor, we do not expect more than one
zero mode to survive [17]. This single zero mode is also
topologically protected by the index theorem [16].

To find zero-mode solutions H i, = 0 explicitly, we
limit ourselves for simplicity to the quantum limit, m(r #
0, ) = mye™?. The case of a more general radially sym-
metric vortex could be treated similarly. In the zero-energy
subspace, [H, Q] = 0. As a result, we can always choose
Qg = thy. Such eigenstates are of the form ¢, =
(f, g ig*, —if*)T and form an over-complete basis of the
spinor space.

With this preparation, we find two independent equa-
tions for our zero modes,

e, +ir 1oy f — mye™f* —iVg =0, (7a)
e 90, —ir'a,)g + myemig* —iVf =0. (7b)
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Any constant phase e# of m, can be absorbed by (f, g) —
eBI2(f, g), so we take 0 < m, € R. We now make a “one-
phase” ansatz f(r, ) = F(r)e? and g(r, ) = G(r)e?.
We have checked that a “two-phase” ansatz like the one
used in Ref. [15] gives no new solutions when V # 0.
Thus, we are left with at most a single zero mode. We
may eliminate the angular dependence by taking a = b —
1= ”T_l We see that when #n is even, there is no single-
valued solution. The radial part yields the bound-state
Bessel-function solution

G(r) = e ™" J,(Vr), F(r) = —ie ™" J,(Vr). (8)

For V — 0, n = =1 we recover the zero mode of Ref. [6]
which has support only on one sublattice in each layer.

A localized zero mode in a gapped, particle-hole sym-
metric system is known to carry a fractional charge *=e/2
[1-3,6,7]. Since we have two independent valleys, how-
ever, we expect two zero modes to exist for odd n. Thus,
charge fractionalization should not occur. Nevertheless, we
show below that the zero modes, which are in addition split
slightly due to intervalley mixing, lead to fractional *‘axial
charge” bound to a vortex. This axial charge is experimen-
tally measurable and also endows the vortex with fractional
exchange statistics.

In the real system, we must also include the spin of
electrons. Unlike the valley degree of freedom, the vortex
need not mix spins, so the simplest vortex involves only
one spin species. Other vortices with mixed spin structures
may exist too, but are not studied here.

Numerics.—We have performed exact diagonalization
of the mean-field Hamiltonian (1) on honeycomb lattices
with up to 51 X 30 sites per layer. (A layer with N, X N,

sites has spatial dimensions \/TENxa X %Nya.) Our numeri-
cal results support the conclusion that near-zero modes
exist only for odd vorticity.

At half filling, the charge is balanced between the layers
so that the total charge is always uniform, with or without a
vortex. However, the charge difference, 60, between the
layers, which we call the “axial charge” in analogy with
Ref. [9], shows interesting features. (The axial charge is
proportional to the electric dipole between the layers.) In
the uniform system and at m, = 0, we have the axial

density 8;055Q/N=%Z|tk|<vlz\/%qT(V/t)2 for V<t

Figure 2 shows our numerical results for the axial charge
of a typical system with 39 X 22 X 2 sites. In the uniform
system, we observe a nearly linear dependence of dp on
V < mg which turns into quadratic for V > mg. The den-
sity profile in Fig. 2(c) shows oscillations around the edges
and dependence on the type of the edge.

A vortex sitting at the center of the system binds an
irrational fraction of the axial charge on top of the uniform
background. This is given by §Q, = Y ,[(dn;), — (8n;)]
where subscript v (0) refers to the system with 1 (0) vortex
and on; = n;; — ny, is the difference in occupation num-
ber of the two layers. The dependence of 6Q, on V and m,
in Fig. 2(b) shows that the value as well as the sign of this
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FIG. 2 (color online). The ‘“‘axial charge.” (a) Density in the
uniform system, and (b) the extra charge bound to a single vortex
as a function of V and m,. The corresponding density profile for
V/t = 0.4 and my/t = 0.3 in (c) the uniform system, and (d) the
system with a vortex at the center. In all plots, each layer has
39 X 22 sites with a lattice size = (35)2. The lattice sites in (c)
and (d) are at the center of the triangles.

extra axial charge may be selected continuously by tuning
external parameters. The density profile of this extra axial
charge follows the shape of the zero-mode wave function
and is displayed in Fig. 2(d).

Figure 3 shows the energy splitting of the zero modes
obtained numerically. We can understand this analytically
by evaluating the matrix element between the zero modes
obtained in the single-valley approximation and then di-
agonalizing the resulting 2 X 2 Hamiltonian in zero-mode
subspace. This yields the splitting *|e| with

. im [ e MQTRe[e”(f? + g?)]dr
0 JUfI? + [gPdr

©))
where Q is the intervalley momentum and 7 is a fitting

(a) (b)
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FIG. 3 (color online). (a) The zero-mode energy splitting. The
squares show our numerical results for a system size =~(35)2.
The solid lines show the fitting with Eq. (9). (b) The exchange
phase vs axial charge. The solid (red) line is y = w6Q,,.
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parameter. Equation (9) shows the same qualitative behav-
ior as the numerical results. A good fit is obtained with
n = 3.0 for low to intermediate values of m, and V.

Fractional statistics.—The vortex carries fractional axial
charge 60, and, upon performing a singular gauge trans-
formation employed in Ref. [9], it can be seen to carry a
half of an axial flux quantum, defined as the difference
between the effective magnetic fluxes piercing the two
layers. Employing the standard argument [18] such
charge-flux composite particles are expected to behave as
Abelian anyons with the exchange phase y = 7w6Q,. In
order to verify this hypothesis, we have computed the ex-
change phase numerically using a generalized Bargmann
invariant [19]. Our results, summarized in Fig. 3(b), are
consistent with the expected exchange phase, although
system size limitations result in relatively large error
bars. It is important to emphasize that unlike the situation
in the fractional quantum Hall fluids, the value of the
fractional charge and the exchange phase here is not pro-
tected by symmetry or topology but depends continuously
on externally adjustable parameters. In this sense, our
situation is similar to ‘‘irrational fractionalization” of
charge and statistics discussed in Ref. [8]. Similar effects
occur in 1D [2]. In a real sample, the parameters of the
system may vary slightly in space, resulting in a distribu-
tion of fractional axial charge. An experiment to observe
the fractional axial charge of vortices will then see features
of this distribution. By the standard argument [ 18], vortices
with different axial charges bound to them should have a
mutual exchange phase given by their average 6Q,,. These
phases should in principle be observable in interference
measurements.

Discussion.—The exciton condensate considered in this
work should exhibit a host of unusual behaviors observable
experimentally. The system is an insulator in the total
charge channel but a superconductor in the axial channel.
This behavior should lend itself to direct observation in
transport if the two layers could be independently con-
tacted. Such measurements are possible in bilayers fabri-
cated using semiconductor structures [20,21].

The exciton order parameter has been shown to mini-
mally couple to the “axial gauge field,” i.e., the part of the
vector potential A that produces the antisymmetric combi-
nation B = (B, — B,) | of the magnetic field normal to
the plane of the layers [22]. Vortices in the EC therefore
may be generated by the axial field just like Abrikosov
vortices are generated by ordinary magnetic field in a
superconductor. Indeed, it is possible to arrange the exter-
nal magnetic field in a way that 6 B is much greater than the
symmetric combination (B; + B,);. One such arrange-
ment is schematically shown in Fig. 1(a). By standard
arguments, unidirectional drift of vortices through the
system will produce an axial Hall voltage from which the
fractional axial charge carried by individual vortices can be
inferred. Such a drift can occur in response to the Magnus

force acting on vortices in an external axial current or,
alternatively, due to a temperature gradient across the
sample.

The zero modes found here exist in the excitonic insta-
bility of a Fermi surface. This underlying Fermi surface is
at the root of excitonic instability at infinitesimal coupling
and also causes the oscillatory Bessel-function behavior of
our solution. Previous zero-mode solutions have, to the
best of our knowledge, only appeared in systems with
Dirac points. We also note that the U(1) vortices consid-
ered here are allowed by lattice symmetries; hence, the
issue of linear confinement occurring in Refs. [6,7] does
not arise. Yet, vortices in the present model exhibit some of
the same fascinating properties.
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