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We report an unexpected result obtained using chemical mapping on the new, aberration corrected Nion

UltraSTEM at Daresbury. Using different energy windows above the L2;3 edge in h011i silicon to map the

position of the atomic columns we find a contrast reversal which produces an apparent and misleading

translation of the silicon columns. Using simulations of the imaging process, we explain the intricate

physical mechanisms leading to this effect.
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A complete characterization of a natural or synthetic
material requires identifying the atoms, their positions, and
bonding interactions. Until recently this has been achieved
by diffraction techniques which average over many iden-
tical atomic arrangements [1,2]. Our ability to engineer
materials at the atomic scale creates an increasing need to
do such mapping locally in real space. Just such chemical
mapping has been demonstrated in the past year using high
resolution scanning transmission electron microscopy
(STEM) [3–5]. An Ångström-sized probe is raster scanned
across the sample and electron energy-loss spectroscopy
(EELS) data are recorded to provide chemical identifica-
tion and explore local bonding and other electronic prop-
erties. Simultaneously recording electrons which have
been scattered through large angles after exciting a crystal
phonon, Z-contrast or high angle annular dark field
(HAADF) imaging, provides a reference image for the
position of the columns [6–10]. The extension of chemical
mapping to three dimensions via tomographic techniques
is currently being pursued [11,12]. We report an unex-
pected result obtained in chemical mapping on the new,
fifth order aberration corrected, 100 keV Nion UltraSTEM
at Daresbury that has important consequences for the
interpretation of the location of atom columns, supporting
suggestions that high resolution STEM images may not
always admit direct visual interpretation [13,14]. Using
different energy windows above the L2;3 edge in h011i
silicon to map the position of the atomic columns we
find a contrast reversal, leading to an apparent translation
of the columns.

This study used a h011i silicon cross-sectional speci-
men that was conventionally prepared by mechanical pol-
ishing followed by brief argon ion-milling at TU
Chemnitz. The sample was estimated to be 910 Å thick.
The convergence semiangle of the 100 keV Nion
UltraSTEM was 24 mrad. The simultaneous HAADF im-
age, Fig. 1(a), was obtained using a 105–300 mrad an-
nular collection range. The Nion UltraSTEMwas equipped
with a Gatan Enfina electron energy-loss spectrometer that
has a collection semiangle of 67 mrad in the spectrome-

ter’s energy dispersive direction and 22 mrad in the
non–energy dispersive direction. A dispersion of
0:5 eV=channel was selected and the dwell time was set
to 5 msec=spectrum. The charge on the CCD detector was
binned from 100 into 20 channels in the non–energy dis-
persive direction. The entire spectrum image of 20� 20
pixels was recorded in 17 seconds with dark current and
gain normalization. A 20� 16 pixel subset is show in
Figs. 1(b) and 1(c) for energy-loss windows of 143–
163 eV and 280–300 eV subsequent to background sub-
traction. The power-law background fitting was sampled
within a 20 eV window on the low-energy side of the Si
L2;3 edge. A typical example of the energy-loss spectrum,

depicting the background subtraction and the selected
energy windows, is shown in Fig. 1(d).
Theoretical calculations supporting the experimental

results were carried out using the Bloch wave method
[15]. The projected atomic transition potentials were cal-
culated using relativistic Hartree-Fock bound and Hartree-
Fock-Slater continuum states assuming the central field
approximation (i.e., radial symmetry). The effect of the
crystal potential on the ejected atomic electron can be
neglected—we integrate over a 20 eV energy window.
Calculations predict that the contribution of electrons
that excite L1-ionizations is over an order of magnitude
smaller than those that excite L2;3 ionizations, and so the

former are neglected. The large extent of the post-
specimen detector permitted the approximation that the
inelastic wave decoupled to plane waves post interaction
[16]. The 24 mrad probe forming aperture was modelled as
being aberration free. The simulations accounted for the
spatial incoherence of the probe via convolution of the
image with a Gaussian of half-width-half-maximum
0.6 Å [17]. This number no longer allows for resolution
of the 1.4 Å silicon dumbbell spacing for the h011i pro-
jection in the simulated HAADF image, in agreement with
the experimental results. An Einstein model for thermal
scattering was used to calculate the scattering into the
HAADF detector, and also to model the absorptive effect
on the elastic probe.
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The projected dumbbell structure formed by adjacent
columns of silicon atoms is correctly shown by the experi-
mental (underlay) and simulated (overlay) HAADF images
in Fig. 1(a). The L2;3-shell EELS images for the en-

ergy windows 143–163 eV and 280–300 eV in Figs. 1(b)
and 1(c) are obtained simultaneously with the HAADF
image, and thus the electron probe experiences identical
scattering and absorption conditions. We note that while
the columns for the 280–300 eVenergy window image are
in register with the HAADF image, correctly reflecting the
known structure, in the 143–163 eVenergy window image
the columns have apparently been translated.

Since the evolution of the electron probe through the
specimen is identical in both images, the difference must
arise from the variation of the ionization interaction with
energy loss. The ionization probability is known to become
increasingly localized with increasing energy loss [18].
Using experimental data for this same edge, though in a
thinner Si3N4 specimen, Kimoto et al. [19] recently dem-
onstrated this effect in 2D EELS images. We can assess the
variation in localization directly and quantitatively by ex-
ploring the dependence of the localization of the inelastic
transition potential on energy loss [20]. The inelastic wave
function is proportional to the product of the transition
potential and the elastic wave function, so the modulus
squared of the transition potentials measures the strength
of the transfer of electron density into the inelastic chan-
nels. Figure 2(a) shows the modulus squared of the inelas-
tic transition potentials from an initial state with quantum
numbers l ¼ 1, ml ¼ 0 to a final state with quantum num-
bers l0 ¼ 2, m0

l ¼ 0 as a function of energy loss for the Si

L2;3 edge. While the width of the potential over the 280–

300 eV window is comparable to the interdumbbell spac-
ing, over the 143–163 eV window the potential is much
more delocalized. The manner in which this variation
affects the STEMEELS images depends on how the widths
of these potentials compares with the distribution of the
probe wave function at the various energies. For our fine
probe and relatively thick but weakly scattering specimen,
probe spreading is significant. This is illustrated by the
radially integrated probe intensity shown in Fig. 2(b),
where the intensity distribution for the probe placed on
an open channel is seen to spread quite rapidly.
The consequences of this probe diffusion on the images

is shown in Figs. 2(c) and 2(d), where we plot the EELS
line scan along the axis of the silicon dumbbells as a
function of thickness for the two different energy-loss
windows. Spatial incoherence has been omitted here to
concentrate solely on the channelling and delocalization
aspects. The first point to note is that the contrast is quite
low for a wide range of thickness values, a consequence of
the significant delocalization of the potential. Kimoto et al.
[19] suggested that such delocalization might prevent
atomic-resolution imaging. As seen in Fig. 1 and for cer-
tain depths in Figs. 2(c) and 2(d), atomic scale features can
sometimes be seen clearly above the ‘‘delocalized back-
ground.’’ Moreover, we find cases where the correspon-
dence between atomic scale features and the true atomic
structure changes depending on the delocalization. The
change in the EELS image contrast is a subtle competition
between the elastic and inelastic scattering as a function of
the probe position. General principles for how the balance
between these aspects plays out remain elusive, making
simulation an often essential part of atomic-resolution
chemical mapping.
The usual approach to EELS imaging uses a large en-

ergy window directly above the ionization threshold. The
large width maximizes the signal while proximity to the
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FIG. 1 (color online). Comparison between experimental
(underlay) and simulated (overlay) images of h011i Si.
(a) HAADF, (b) 143–163 eV energy filtered EELS, and
(c) 280–300 eV energy filtered EELS images. (d) A typical
acquired Si EELS spectrum showing the background fit curve
subtraction. The energy windows are color coded with the
indicated atomic structures on the corresponding images. All
images were acquired simultaneously.
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edge makes the background subtraction, based on extrapo-
lation of the preedge, as reliable as possible. Figure 3
shows the integration of the modulus squared of the l ¼
1, ml ¼ 0 to l0 ¼ 2, m0

l ¼ 0 transition potentials as a

function of radial distance over energy windows of width
10 eVand 40 eVand starting at three different initial values
of energy loss. The integrated potential becomes notably

more localized for increasing energy loss. The energy
window near threshold encompasses the most delocalized
potentials and so gives the least resolvable images. With
respect to localization, one should place the energy win-
dow as far above threshold as the background subtraction
procedure justifiably allows. Kimoto et al. reached the
same conclusion [19]. The main effect on the localization
of the long range behavior of the potential is the energy
loss rather than the specific atomic states involved in the
transition [21]: the effect is strongly pronounced here
because the ionization threshold energy is low. For an
element and shell with a much higher ionization threshold,
the variation in localization with energy loss will be much
weaker. It is clear from Figs. 2(a) and 3 that the size of the
energy-loss window only affects the localization if strong
variation in the localization of the potential occurs on a
smaller energy scale.
Two further points are needed to fully appreciate what is

occurring with this data set. First, if the effect of inelastic
thermal scattering on the evolution of the elastic wave
function is neglected then the simulations do not show a
contrast reversal. This suggests that thermal scattering
appreciably modifies the evolution of the probe wave
function, despite the generally weak scattering power of
silicon atoms, and that the absorption effect (i.e., thermal
scattering prior to the excitation of ionization events) may
in part be contributing to the reduction of the signal on
column [3]. That this might lead to a contrast reversal
depending on the energy loss has been predicted previously
(albeit for different edges) [22], but has not hitherto been
seen experimentally. Second, attributing the contrast re-
versal to probe spreading depends on the excitation of
atoms in multiple columns, which has previously been
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FIG. 3 (color online). Integrated modulus squared of the tran-
sition potentials for the l ¼ 1, ml ¼ 0 to l0 ¼ 2, m0

l ¼ 0 tran-

sition as a function of radial distance for energy windows of
width 10 eV (solid lines) and 40 eV (dashed lines), starting at
three different initial values of energy. The top two lines are for
windows starting at the ionization edge, 100 eV, the next two
lines are for windows starting at 143 eV, and the bottom two are
for an initial energy value of 280 eV. The results are all
normalized to unity at the origin to better observe the variation
in shape.
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FIG. 2 (color online). (a) Modulus squared of the transition
potentials, normalized to unity at the origin for a clear compari-
son of the change in shape, from initial state l ¼ 1, ml ¼ 0 to
final state l0 ¼ 2, m0

l ¼ 0 as a function of energy loss for an

isolated Si atom. The 143–163 eV and 280–300 eV energy
windows are indicated. Circles show the locations of columns
along [100]. (b) Proportion of the electron probe intensity as a
function of radial distance from the probe origin when the probe
is placed at ðx; yÞ ¼ 4:07; 0:00 �A (off column). Cumulative con-
tribution to the Si L2;3-shell EELS signal for Si h011i scanning
along the [100] direction for energy-loss windows of (c) 143–
163 eV and (d) 280–300 eV.
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dubbed cross-talk (see, for instance, Refs. [13,15]). We can
elucidate this by a trial calculation in which only silicon
atoms in a single column are allowed to undergo ioniza-
tion. Such an approach retains the physically correct
evolution of the wave function, while analyzing the con-
tribution to the EELS signal from only a subset of atoms.
This dissection is physically meaningful because core-loss
ionization of different atoms is regarded as being incoher-
ent. The resultant signal as a function of specimen thick-
ness is given in Figs. 4(a) and 4(b). For both energy-loss
ranges the ionization signal from that single column is a
maximum when the probe is on that column. As the line
scans shown in Figs. 2(c) and 2(d) result from the super-
position of such single column signals, the addition of the
intercolumnar contribution from adjacent columns reduces
the overall contrast and is directly responsible for the
observed contrast reversal.

In summary, while undertaking atomic-resolution 2D
chemical mapping using electrons from different regions
of the silicon core-loss spectrum we found a contrast
reversal from within the same ionization edge. For our
fine probe and relatively thick but weakly scattering speci-
men, simulation shows that this unexpected result arises
because probe spreading from an open channel ultimately
allows for more interaction with the delocalized transition
potentials of more silicon atoms than when it is placed
upon a column.Whilst the reversal is observed in an area of
the sample that was relatively thick, good HAADF images
and EELS spectra were obtained; while the contrast is low,
reliable signal variation is seen. For the most delocalized
potentials atomic scale features do not always reliably

represent the atomic scale structure. Detailed theoretical
understanding of measured results can avoid interpretive
pitfalls in atomic scale chemical mapping by high spatial
resolution electron energy-loss spectroscopy.
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FIG. 4. The cumulative contribution from a single column
located at x ¼ 0:0 �A using (a) 143–163 eV and (b) 280–
300 eV integration windows for a line scan through the Si
dumbbells.
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