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We formulate scattering theory in the framework of a surface-integral approach utilizing analytically

known asymptotic forms of the three-body wave functions. This formulation is valid for both short-range

and Coulombic potentials. The post and prior forms of the breakup amplitude are derived without any

reference to renormalization procedures.
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Scattering in a few-body system is one of the central
subjects of quantum mechanics. However, conventional
scattering theory is formally valid only when the particles
interact via short-range potentials. For charged particles
with the long-range Coulombic interactions the theory
requires modification. In the time-dependent formulation,
formal scattering theory is generalized to include
Coulombic potentials by choosing appropriately modified
time evolution operators [1]. This is equivalent to various
forms of screening and renormalization [2–4] in the time-
independent formulation. The renormalization method
leads to the correct cross sections for the two-body prob-
lem; however, the results from this procedure cannot be
regarded as completely satisfactory. For instance, different
ways of screening lead to different asymptotic forms for
the scattering wave function. Generally, these asymptotic
forms differ from the exact one obtained from the solution
of the Schrödinger equation (SE). Moreover, they give rise
to a scattering amplitude that does not exist on the energy
shell due to divergent complex factors [4,5]. These factors
must be removed (renormalized) before approaching the
on-shell point. But the renormalization factors depend on
the way the limits are taken when the on-shell point is
approached. In other words, depending on the way the
limits are taken different factors need to be removed.
Thus, the ad hoc renormalization procedure is based on
prior knowledge of the exact answer to compare with and
has no ab initio theoretical justification. Recently we have
demonstrated that there was a general approach to the two-
body collision problem [6] that did not lead to the afore-
mentioned formal difficulties and did not require
renormalization.

The situation in a few-body system is even more com-
plicated. Rigorous scattering theory for a system of three
particles valid for short-range potentials was given by
Faddeev [7]. A renormalization method was implemented
successfully for the three-body problem when only two
particles are charged [8]. Though Dollard’s time-
dependent approach [1] is believed to be formally valid
for arbitrary multichannel collisions, it has not developed
into a practical method for calculations. At the same time,
no practical renormalization method exists that is valid for

a system of three charged particles above the breakup
threshold either. The problem is that above the threshold
the Coulomb three-body system possesses essentially dif-
ferent types of singularities and the two-particle renormal-
ization procedures are not sufficient to guarantee com-
pactness of the Faddeev equations [3,9]. Thus there is no
theoretical proof or practical evidence that a renormaliza-
tion approach can be applied to the system of three charged
particles.
Another issue hindering a complete formal understand-

ing of the breakup process is how to extract the scattering
information from the wave function when the latter is
available. To be more specific, for three charged particles
the theory fails to provide a formal post form definition for
the scattering amplitude in terms of the total wave function
with outgoing scattered waves. Therefore, the Coulomb
interaction is screened and the formula for the short-range
case is used.
Thus we have a situation when we cannot use the theory

unless we screen the Coulomb interaction. And when we
do, we end up with quantities which diverge as screening is
removed. This leaves no choice but to invoke renormaliza-
tion to fix unphysical results. Therefore, a new approach to
Coulomb few-body problems that does not need renormal-
ization is required. The variational approach [10] is a step
forward in this direction. However, this approach leads to
the transition amplitudes which also contain oscillatory
divergences but for different reasons. It was suggested
that these divergences can be made to vanish using ‘‘radius
averaging’’ procedure [10]. The method has been extended
to charged particles in Ref. [11].
There are sophisticated numerical approaches to solving

three-body scattering problems in nuclear physics with two
charged particles. Some [12–14] are based on the Faddeev
[7] and Alt-Grassberger-Sandhas [15] equations. Others
tackle the same problem through direct numerical solution
of the relevant SE for the scattering wave function [16,17]
or using variational techniques [18]. The Coulomb inter-
action between the two protons has been fully included in
the calculation of proton-deuteron breakup for the first
time in Ref. [13]. However, due to formal problems men-
tioned earlier no such strict approach for breakup processes
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in nuclear three-body systems, when all particles are
charged, has been developed. For this reason calculations
of ðp; 2pÞ and similar nuclear breakup reactions with three
charged particles in the final state have been limited to high
energies where distorted-wave Born-type approaches are
applicable.

In atomic physics, despite the above-mentioned formal
difficulties, surprising progress has been achieved in de-
scribing ðe; 2eÞ processes via the exterior complex scaling
(ECS) [19–21] and the convergent close coupling (CCC)
[22,23] methods. The success of the ECS approach to
Coulomb breakup problems, in particular, caused us to
reexamine the underlying formal theory [24]. The am-
plitude is calculated from Peterkop’s trial integral [25]
that has phase ambiguity and divergence problems. In the
CCC method one of the electrons is treated using a square-
integrable representation, and the breakup amplitude can
also be related to a particular form of Peterkop’s trial
integral. Despite the success of the computational methods,
in describing the measured cross sections, the traditional
formal theory of scattering is unable to show how to
calculate the breakup amplitude unambiguously and in a
divergence-free manner. The conventional formal theory is
also not capable of explaining the origin of the trial integral
which is the cornerstone of the aforementioned methods.

In this Letter we present a surface-integral approach to
formulating scattering theory. We use the recently derived
analytic results for total scattering wave functions in
asymptotic domains [9,26–28] to develop a well-defined
prior and post forms of the breakup amplitude valid for
short-range and Coulombic potentials. These new defini-
tions do not require screening and renormalization or any
regularization as they are exact and divergence-free.

Let us consider a system of three particles of mass m�

and charge z�, � ¼ 1; 2; 3. We use Jacobi coordinates
where r� and k� are, respectively, the relative coordi-
nate and momentum between particles � and �. The
coordinate of particle � relative to the center of mass of
the pair ð�;�Þ is ��, with q� being the canonically con-
jugate relative momentum. The corresponding reduced
masses are denoted by �� ¼ m�m�=ðm� þm�Þ and

M� ¼ m�ðm� þm�Þ=ðm� þm� þm�Þ. We also intro-

duce a hyperradius in the six-dimensional configurations

space R ¼ ð��=�r2� þM�=��2
�Þ1=2, where � is an arbi-

trary mass constant introduced for convenience (the final
results do not depend on this complementary constant),
and a five-dimensional hyperangle ! ¼ ðbr�; b��; ’�Þ
with ’� ¼ arctan½ð��=M�Þ1=2r�=���, 0 � ’� � �=2.
Indeces �, �, � are cyclic. We use n to specify a full set
of quantum numbers of a bound state.

Consider now scattering of particle � with incident
momentum q�n off a bound pair (�, �) in initial state
��n of energy E�n. Assume that the energy of the projec-
tile q2�n=2M� is sufficient to break up the target. The total
wave function describing this process satisfies the SE

ðE�HÞ�þ
�nðr�;��Þ ¼ 0; (1)

with outgoing-spherical wave boundary conditions. Here
H ¼ H0 þ V, H0 ¼ ��r�=2�� � ���

=2M�, V ¼
vþ V� þ V� þ V� is the full interaction, v is a three-

body interaction and V� is a Coulombic interaction be-
tween particles � and �, E ¼ E�n þ q2�n=2M� ¼
k2�=2�� þ q2�=2M� is the total energy of the system.
There is another process which may take place within the
same system at the same energy E called 3 ! 3 scattering.
The wave function ��

0 describing this process is also an

eigenstate of the same Hamiltonian H; however, we im-
pose incoming-wave boundary conditions on it. It develops
to the final state where all three particles are in the
continuum.
In scattering theory we deal with functions which are not

square-integrable (L2). While this fact is not a problem on
its own, nevertheless, non-L2 functions do make certain
integrals emerging in the theory divergent. In case of
integrals containing the interaction potential a standard
procedure, which ensures their existence, is limiting the
range of the potential. This irreversibly distorts the nature
of the problem. Instead, we first formulate the scattering
problem in a finite region of coordinate space and then
extend it to the full space. To this end we introduce a partial
inner product of two arbitrary functions �i and �f in the

space of functions describing various states and arrange-
ments in a three-body system according to h�fj�iiR0

¼R
R�R0

dr�d���
�
f�i, where the integration is limited to

the volume of a six-dimensional hyperball of radius R0.
We want to use �þ

�n and ��
0 as starting points to derive

prior and post forms of the breakup amplitude. If we split
�þ

�n into the initial-channel wave �þ
�n and scattered wave

�scþ
�n then Eq. (1) transforms to

ðE�HÞ�scþ
�n ðr�;��Þ ¼ ðH� EÞ�þ

�nðr�;��Þ: (2)

We multiply Eq. (2) by���
0 from the left and integrate the

result over a volume of a hyperball of radius R0:

h��
0 jðE�HÞ�scþ

�n iR0
¼ h��

0 jðH � EÞ�þ
�niR0

: (3)

We assume V to be real. Then we have hðE�
HÞ��

0 j�scþ
�n iR0

¼ 0, which is true for any R0 simply due

to ðE�HÞ��
0 ¼ 0. Now we subtract this from Eq. (3).

Despite the fact that both ��
0 and �scþ

�n are non-L2 func-

tions, terms of the form h��
0 jðE� VÞ�scþ

�n iR0
are finite due

to the limited space. Therefore, canceling them we get

�h��
0 jH0�

scþ
�n iR0

þhH0�
�
0 j�scþ

�n iR0
¼h��

0 jðH�EÞ�þ
�niR0

: (4)

Now we investigate the limit of this equation as R0 ! 1.
What does limR0!1h��

0 jðH� EÞ�þ
�niR0

represent? In or-

der to see this we evaluate the limit of the left-hand side
(LHS) of Eq. (4).
An essential feature of the term on the LHS of Eq. (4) is

that it is easily transformed into an integral over the hyper-
surface of radius R0 so that the result depends only on the
behavior of the wave functions on this surface. Therefore,
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the knowledge of the wave functions anywhere inside the
surface is not required. Then it can be evaluated using the
asymptotic forms of the wave functions. We consider two
distinct asymptotic domains. We call�0 the domain when-
ever all interparticle distances are large, i.e, r� ! 1,

�� ! 1, so that r�=�� is nonzero. In addition, we call
�� the asymptotic regime where �� ! 1; however, r�
satisfies the constraint r�=�� ! 0. Parameter R0 can go to
infinity with the system being in �0 or ��. If R0 ! 1 in
�0 then for the limit of the LHS of Eq. (4) we have

�2

2ð��M�Þ3=2
lim
R0!1R

5
0

Z
dr̂�d�̂�

Z �=2

0
d’�sin

2’�cos
2’�

�
���

0

@

@R
�scþ

�n ��scþ
�n

@

@R
���

0

�
R¼R0

: (5)

Here we first transformedH0 into ðR;!Þ variables and then used Green’s theorem to transform the volume integral into the
surface one. The wave function��

0 (a part of��
0 ) in�0 was given by Redmond [29]. Using this and the asymptotic forms

for �scþ
�n [9,27] and �sc�

0 [28], and performing differentiation we get for Eq. (5), to the leading order in R0,

�3=2

k�q�

ð��M�Þ1=2ffiffiffiffiffiffiffi
8�

p
�

lim
R0!1R

1=2
0 ei�R0

Z �=2

0
d’� sin’�cos’�e

�i	0 lnð2�R0Þ�i
0

�
�þ

ffiffiffiffiffiffiffi
�

��

s
k� sin’�þ

ffiffiffiffiffiffiffiffi
�

M�

s
q�cos’�

�

�exp

�
�i

ffiffiffiffiffiffiffi
�

��

s
k�R0 sin’�� i

ffiffiffiffiffiffiffiffi
�

M�

s
q�R0 cos’�

� Y
�¼1;2;3

exp

�
i��

k�
ln

�
2

ffiffiffiffiffiffiffi
�

��

s
R0 sin��k�

��

�T

� ffiffiffiffiffiffiffi
��

�

s
�sin’�k̂�;

ffiffiffiffiffiffiffiffi
M�

�

s
�cos’�q̂�

�
: (6)

Here 
0 and 	0 are slowly-varying functions of ’� that do
not depend on R0, and T is the amplitude of the scattered
wave �scþ

�n in �0 [27]; i.e., it is the breakup amplitude.
This is an extremely oscillatory integral as R0 ! 1 and
therefore, only points of stationary phase in ’�, if there are
any, contribute to the integral. There is such a point at
sin’� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

�=��

p
k�=� where cos’� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�=M�

p
q�=�.

Calculating the remaining integral by means of the
stationary-phase method we find that Eq. (6) reduces to
Tðk�; q�Þ indicating that the limit of the LHS of Eq. (4) is
in fact equal to the breakup amplitude. Therefore, the limit
of Eq. (4) is written as

Tðk�; q�Þ ¼ lim
R0!1h�

�
0 jðH � EÞ�þ

�niR0
: (7)

In other words, if scattering takes place into �0 domain
then limR0!1h��

0 jðH � EÞ�þ
�niR0

does exist, and is the
breakup amplitude regardless of the nature of the interac-
tion potentials.

If the products of scattering turn out to be in �� or ��

domains then we have to differentiate whether all three
particles are in the continuum or just one. If all three are in
the continuum then in a similar way we used for �0 we
again arrive at Eq. (7). The only difference is that in these
domains we use for ��

0 the form given by Alt and

Mukhamedzhanov [26]. Thus, Eq. (7) defines the breakup
amplitude in all asymptotic domains corresponding to
breakup.

We can also start from ��
0 . If we separate ��

0 into

Coulomb-distorted three-body plane wave ��
0 and scat-

tered wave �sc�
0 then the SE for ��

0 is written as

ðE�HÞ�sc�
0 ðr�;��Þ ¼ ðH � EÞ��

0 ðr�;��Þ: (8)

Let us take the complex conjugate of Eq. (8) and multiply it

by�þ
�n from the right. Then integrating the result over the

volume of a hyperball of radius R0 we get

hðE�HÞ�sc�
0 j�þ

�niR0
¼ hðH � EÞ��

0 j�þ
�niR0

: (9)

From Eq. (1) we have h�sc�
0 jðE�HÞ�þ

�niR0
¼ 0.

Subtracting this from Eq. (9) we obtain

� hH0�
sc�
0 j�þ

�niR0

þ h�sc�
0 jH0�

þ
�niR0

¼ hðH � EÞ��
0 j�þ

�niR0
: (10)

We again investigate the limit of this equation as R0 ! 1.
However, this time we have the situation of three free
particles in the initial state. In the final state we may
have three free particles or two of the particles may form
a bound state. These events correspond to cases when
R0 ! 1 in �0 or ��, respectively. Let us consider the
latter case, corresponding to recombination. In this case the
limit of LHS of Eq. (10) is written as

1

2M�

lim
R0!1R

2
0

Z
dr�d�̂�

�
�þ

�n

@

@��

�sc��
0

��sc��
0

@

@��

�þ
�n

�
��¼R0

: (11)

An essential difference from Eq. (5) here is that only one of
the three-dimensional volume integrals is transformed into
the surface integral. The remaining volume integral is
limited due to presence of a bound state in channel �. In
order to calculate Eq. (11) we need the asymptotic forms of
�sc�

0 and �þ
�n in ��. They have been given in

Refs. [9,27,28]. Using these and evaluating the integral
by the stationary-phase method we find that Eq. (11)
reduces to F�ðq�n;k�; q�Þ, where F is the amplitude for
recombination of three free particles into two-fragment
channel state �n. According to the reciprocity principle
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F� ¼ T. Therefore, the limit of Eq. (10) is in fact written as

Tðk�; q�Þ ¼ lim
R0!1hðH � EÞ��

0 j�þ
�niR0

: (12)

This means that limR0!1hðH � EÞ��
0 j�þ

�niR0
also exists

and also represents the breakup amplitude.
Incidentally, the same analysis can be performed on the

right-hand side of Eqs. (7) and (12) to yield Tðk�; q�Þ.
Thus, the general volume-integral prior and post forms of
the breakup amplitude are written as

Tpriorðk�; q�Þ ¼ h��
0 jðH� EÞ�þ

�ni; (13)

Tpostðk�; q�Þ ¼ hðH � EÞ��
0 j�þ

�ni; (14)

which are valid for both short-range and Coulombic po-
tentials. These new definitions are consistent with the well-
known ones for short-range interactions. To see this we
note that when the interactions are short ranged we have
�þ

�nðr�;��Þ ! eiq�n����nðr�Þ. This leads to
ðH� EÞ�þ

�nðr�;��Þ ¼ ðV � V�Þeiq�n����nðr�Þ: (15)

At the same time if we have three particles in the final
channel then ��

0 ðr�;��Þ ! eik�r�þiq��� . Then we have

ðH � EÞ��
0 ðr�;��Þ ¼ Veik�r�þiq��� : (16)

Therefore, the general forms of the amplitudes (13) and
(14) reduce to the standard definitions for short-range
interactions

Tpriorðk�; q�Þ ¼ h��
0 jV � V�j��n; q�ni; (17)

Tpostðk�; q�Þ ¼ hq�; k�jVj�þ
�ni: (18)

Equation (14) in part explains the success of the integral
formula used in atomic breakup problems. As mentioned
earlier, the ECS approach [20] is based on Peterkop’s
integral, hðH � EÞ��

z1;z2 j�þ
�ni, where ��

z1;z2 is a trial func-

tion taken as a product of two Coulomb waves of effective
charges z1 and z2 which should satisfy a certain condition
[25]. As we can see from Eq. (14), the Peterkop integral is
simply an approximation to the exact breakup amplitude in
its post form, where the exact three-body state ��

0 is

replaced by the trial function. The breakup amplitude in
the ECS approach is calculated by taking z1 ¼ z2 ¼ 1.
Such a choice of the effective charges does not satisfy
the aforementioned condition. However, remarkably, it
turns out that with any choice of the effective charges the
difference between the breakup amplitude and Peterkop’s
integral reduces to a phase factor which does not affect the
cross sections [24]. The CCCmethod [23] in effect uses the
Peterkop trial integral, with the L2 expansion of the target
space requiring z1 ¼ 0 and z2 ¼ 1. We believe that the new
forms for the breakup amplitude given in this Letter will be
just as successful in solving nuclear breakup problems with
charged particles.

Summarizing, we have derived for the first time post and
prior forms of the breakup amplitude for a three-body

system that are valid for both short-range and Coulombic
potentials. This was made possible by the recently obtained
analytic forms of the asymptotic wave functions combined
with a surface integral approach to the scattering theory.
No requirement for screening or renormalization has been
necessary. Full details will be given elsewhere.
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