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We have developed a new method of mapping phonon dispersion relations based on momentum-

resolved x-ray calorimetry. X-ray scattering intensities are measured at selected points in reciprocal space

with suitably chosen polarization configurations; the thermal part of the scattering intensity is extracted by

scanning the temperature of the sample. The intensity variations, governed by the phonon populations, are

analyzed to yield the energies of the phonons. This method is applied to copper. With high-order effects

under control, the results are in excellent agreement with the known phonon dispersion relations.
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Phonon dispersion relations in crystalline materials are a
manifestation of the interatomic bonding forces; as such,
they play a fundamental role in many physical effects and
phenomena. Efficient determination of these relations is
important for the advancement of materials physics. We
report herein a new direct method of mapping phonon
dispersion relations and demonstrate the methodology
with a study of copper (Cu) as a model system. Presently,
there are two major techniques available for direct map-
ping of phonon dispersion relations: inelastic neutron scat-
tering (INS) [1] and inelastic x-ray scattering (IXS) [2–4].
There also exists an indirect method based on x-ray ther-
mal diffuse scattering (TDS) [5–7]. Each of these tech-
niques has its advantages and drawbacks, depending on the
systems and problems of interest. For instance, INS gen-
erally requires large single crystals and is not applicable to
materials with a high neutron absorption cross section. IXS
is free from these limitations, but it has a very low data
acquisition rate—usually hours for a single data point. The
method of TDS typically involves two-dimensional imag-
ing of the scattering intensities along a number of different
directions; fitting of the intensity patterns using a force
constant model yields the phonon dispersion relations.
Because of the fitting involved, the answers can depend
on the model chosen; thus, this indirect method is suscep-
tible to systematic errors. However, the data acquisition
rate is very high—seconds or minutes for a complete
analysis. The TDS method is also amenable to small
crystals.

The new method is essentially a calorimetric measure-
ment carried out in reciprocal space based on x-ray TDS
measurements. Selected points in k space are singled out
by the scattering geometry as in IXS. The temperature
dependence of the x-ray scattering intensity at each point
is recorded. Since this intensity variation is determined by
the phonon populations, a straightforward analysis yields

the phonon energies of interest. Energy analysis as in IXS
is not required, and thus the detection efficiency is high. At
the same time, no force constant modeling is required
either.
Our experiment was performed at sector 33-ID,

Advanced Photon Source, Argonne National Laboratory.
A Cu single crystal with a (110) surface was prepared by
mechanical polishing to a mirror finish, followed by elec-
trochemical etching to remove a mechanically damaged
surface layer. It was mounted on a sample holder made of
copper by mechanical anchoring, and a layer of high-
conductivity thermal grease was applied to enhance the
thermal contact. The sample holder was coupled via an
indium foil to the cold end of a closed-cycle He refrigera-
tor. A heating coil on the refrigerator end, connected to a
power supply and a feedback system, provided temperature
control. The temperature of the sample was determined by
a silicon diode buried directly underneath the sample. The
entire assembly was enclosed in a vacuum shroud equipped
with beryllium windows. A turbo pump ran continuously to
maintain a vacuum around the sample. The refrigerator
containing the sample assembly was mounted on a four-
circle kappa diffractometer. The incident x-ray beam, with
a cross section of 0:5 mm� 0:5 mm and an energy of
8.0 keV, was monitored by a He gas ion chamber. The
scattered beam was defined by a pair of slits and detected
by a scintillation detector.
The Cu crystal was oriented and indexed by its Bragg

peaks. During the x-ray measurement, the sample tempera-
ture was slowly varied between 10 and 200 K to allow near
thermal equilibrium at all times, while the diffractometer
was moved to various points for scattered intensity mea-
surements. Thermal expansion of the Cu crystal lattice led
to slight movements of the Bragg peaks. This was taken
into account in setting the diffractometer for selected mo-
mentum transfers relative to the crystal. Likewise, thermal
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expansion of the refrigerator was measured and compen-
sated for by mechanical adjustments.

Figure 1(a) shows the measured x-ray intensity as a
function of sample temperature at momentum transfer q ¼
ð1:1; 1:1; 1:1Þ, measured in units of 2�=a, where a is the
lattice constant of Cu. The intensity shows substantial
temperature dependence, as expected. Theoretically, the
TDS intensity is given by
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where the leading term comes from first-order scattering,
and the rest (not shown) comes from high-order scattering
[6–9]. In Eq. (1), f is the (temperature-independent)
atomic form factor, 2M is the Debye-Waller factor, and

!q;j and eq;j are the frequency and polarization vector of

the jth phonon branch at q, respectively. The hyperbolic
cotangent factor in Eq. (1) is related to the phonon thermal
population, and it dominates the temperature dependence
of the scattered intensity. The last factor in the first-order
term depends on the phonon polarization. For q ¼
ð1:1; 1:1; 1:1Þ in Fig. 1, this factor is nonzero only for the
longitudinal mode. Thus, the sum in Eq. (1) is reduced to a
single term.
The curves in Fig. 1(a) are computed TDS intensity

variations assuming a phonon frequency of 0.5, 1.5, 2.5,
3.5, and 4.5 THz, in increments of 1.0 THz. Each curve has
been shifted and rescaled vertically so that the two end
points match the data. Different assumed phonon frequen-
cies lead to different shapes of the curves. The curve that
best describes the data yields the phonon frequency of the
mode, 2.5 THz, for the present case. An arbitrary vertical
shift is implemented in this analysis because there are other
contributions to the x-ray signal including Compton scat-
tering, defect and impurity scattering, ambient scattering,
etc. Inasmuch as these contributions are temperature-
independent, they are effectively subtracted away. The
use of an arbitrary scaling factor in the analysis sidesteps
the difficulties associated with absolute intensity measure-
ments, which can be further complicated by the presence of
other contributions. Absolute intensity measurements have
been implemented in previous studies [10–13], but the
errors can be significant.
The shape of the data curve in Fig. 1 begins with a

horizontal segment at low temperatures because the pho-
nons are frozen out, and the TDS intensity is dominated by
zero point vibrations. At higher temperatures, the intensity
turns upward as the phonon population increases. The
‘‘threshold’’ for intensity upturning is related to the phonon
frequency. This explains the differences in shapes for the
different assumed phonon frequencies in Fig. 1. This de-
pendence permits a unique determination of the phonon
frequency.
For the case discussed above, a first-order analysis suf-

fices; so do most of the other data sets to be presented
below. However, high-order effects involving multiple
phonon creation or annihilation can become significant
for cases involving high frequency modes with correspond-
ingly low first-order scattering intensities. The multiple
phonons in a high-order process share the momentum
transfer, and the mixing of q complicates the data analysis.
For improved accuracy, we have adopted a Debye model in
a calculation of the high-order contributions [6–8] using
the known Debye temperature of 344 K determined from
specific heat measurements [14]. The calculation is in-
cluded in the data analysis as a correction term. As high-
order scattering is fairly diffuse in momentum space, the
Debye model is an excellent approximation, as verified by
rigorous all-order calculations using the known phonon
dispersion relations (such calculations are extremely
time-consuming). Using the Debye model retains the
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FIG. 1. Experimental and calculated TDS intensities as a func-
tion of temperature for q at (a) ð1:1; 1:1; 1:1Þ and (b) ð2:65; 0; 0Þ.

PRL 101, 085504 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending

22 AUGUST 2008

085504-2



ab initio character of the method, and it is simple to imple-
ment. In our analysis, the relatively minor temperature
dependence of the Debye-Waller factor is also computed
within the Debye model.

Figure 1(b) shows another example of the data analysis,
presented in the same manner as in Fig. 1(a). The momen-
tum transfer is q ¼ ð2:65; 0; 0Þ. Again, only the longitudi-
nal mode contributes. This mode has a relatively high
frequency, 6.4 THz, and the TDS intensity is relatively
low, as evidenced by the higher relative noise level in the
data compared to Fig. 1(a). Nevertheless, the frequency of
the mode can be readily extracted from the data, albeit with
a higher uncertainty.

Figures 2(a) and 2(b) present the same two cases again,
including the data (circles) and the best fits (solid curves).
The best fits, with the high-order corrections subtracted,

are indicated as dashed curves and labeled as ‘‘first order
only.’’ If the first-order curve in Fig. 2(a) is appropriately
shifted and rescaled in the vertical direction, it would
overlap the solid curve almost exactly. As mentioned
above, a first-order analysis suffices in this case. For the
case in Fig. 2(b), high-order correction becomes signifi-
cant, and a first-order-only analysis would give rise to an
error of about 6%. In general, high-order effects can be
minimized by restricting the magnitude of the momentum
transfer and/or by restricting the maximum temperature of
the scan.
Figure 3 presents the phonon dispersion curves of Cu

extracted from the experiment. The results are in excellent
agreement with prior neutron measurements taken at 296 K
as shown in the figure [15]. All data points include the
high-order corrections, although the corrections are signifi-
cant only for a few high frequency modes. It is not neces-
sarily easy to determine a priori the ranges of experimental
parameters that would be appropriate for a first-order-only
analysis. A straightforward application of the high-order
correction is perhaps the best approach, as adopted in the
present study.
The two cases presented in Fig. 1 each involve just one

mode because of polarization selection. To probe the cor-
responding transverse modes, one must select a different
polarization configuration. For instance, to access the
transverse mode at q ¼ ð1:1; 1:1; 1:1Þ, which is equivalent
to ð0:1; 0:1; 0:1Þ, the momentum transfer was chosen to be
ð1:9; 1:9; 0:1Þ in the experiment. This is again equivalent to
ð0:1; 0:1; 0:1Þ, but both the longitudinal and transverse
modes contribute to the TDS intensity. The analysis pro-
ceeded in the same manner, but with the longitudinal mode
contribution calculated using the frequency deduced from
the data at q ¼ ð1:1; 1:1; 1:1Þ. For dispersion relations
along the [110] direction, all three phonon branches have
different dispersion relations. It is necessary to take three
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FIG. 2 (color online). Experimental and calculated TDS in-
tensities as a function of temperature for q at (a) ð1:1; 1:1; 1:1Þ
and (b) ð2:65; 0; 0Þ. The intensity from first-order scattering only
is also presented.
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FIG. 3. Phonon dispersion relations deduced from experiment
(circles). Results from prior neutron scattering measurements are
shown for comparison.
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data sets in order to deduce the frequencies of the three
modes at each q.

The above results demonstrate that the method works
well. Conceptually, the energy analysis in IXS is replaced
by a thermal (calorimetric) analysis in the present method:
the heat content in the system at each point in momentum
space is characterized by the phonon populations, which
are measured by x-ray TDS intensities. Since the TDS
signal is derived from an energy-integrated intensity, the
count rate is much higher, permitting a rapid rate of data
acquisition. This method should be a useful addition to the
arsenal available for studies of phonons and quantum phase
transitions in solids.
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