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The synchronization process of two mutually delayed coupled deterministic chaotic maps is demon-

strated both analytically and numerically. The synchronization is preserved when the mutually transmitted

signals are concealed by two commutative private filters, a convolution of the truncated time-delayed

output signals or some powers of the delayed output signals. The task of a passive attacker is mapped onto

Hilbert’s tenth problem, solving a set of nonlinear Diophantine equations, which was proven to be in the

class of NP-complete problems [problems that are both NP (verifiable in nondeterministic polynomial

time) and NP-hard (any NP problem can be translated into this problem)]. This bridge between nonlinear

dynamics and NP-complete problems opens a horizon for new types of secure public-channel protocols.
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Chaotic systems are very unpredictable, and two chaotic
systems, starting from almost identical initial states, end in
completely uncorrelated trajectories [1]. Nevertheless, two
chaotic systems which are coupled by some of their inter-
nal variables may synchronize to a common identical
chaotic motion [2,3]. Unpredictability [4] or chaos syn-
chronization, of coupled chaotic systems have attracted a
lot of attention, mainly because of the potential to build a
secure communication protocol based on artificial chaotic
systems [3,5–7] or coupled chaotic lasers [8–10].

The security of a public-key encryption protocol based
on chaos synchronization relies on the fact that two chaotic
systems, A and B, synchronize by bi-directional interaction
whereas a third unit E, which is only driven by the trans-
mitted signal, cannot synchronize. However, it is not ob-
vious that this is possible at all. On one hand, the two
mutually coupled chaotic systems influence the dynamics
of each other and can accelerate the synchronization by
enhancing coherent moves, whereas the unidirectionally
coupled system, an attacker, cannot influence the synchro-
nization process. On the other hand, the attacker is allowed
to record and to manipulate his recorded signals, without
affecting the synchronization process [5,6,11,12]. Note
that the two partners, A and B, are not allowed to exchange
any secret information; the attacker E knows all the details
which A knows about the system of B and vice versa.

For identical partners which synchronize by a bi-
directional signal, we recently presented a proof that an
attacking unit coupled unidirectionally can synchronize as
well [13]. The proof is valid for any type of transmitted
signals, for instance, a nonlinear function of the time-
delayed output signals. For nonidentical partners which
can synchronize, using for instance private commutative
filters, it may be difficult for the attacker to synchronize
and to reveal the time-dependent output signal of the
parties [13], but one cannot exclude efficient advanced
software or hardware attacks. A hardware attacker consists

of a similar chaotic setup to those of the synchronized
chaotic partners, whereas a software attacker is able to
mathematically manipulate the recorded signal.
In order to exclude any possible software advanced

attack, we map the task of the attacker onto one of the
NP-Complete (NPC) problems [14]. The NPC problems
are the most difficult problems in NP (nondeterministic
polynomial time) and at present, all known deterministic
algorithms for NPC problems require running time that is
exponential with some tunable parameters of the problem.
The main goal of this Letter is to bridge between two
different disciplines, synchronization in nonlinear dynam-
ics and the realm of the NPC problems. The establishment
of such a bridge proves the lack of any possible efficient
software attack, while the mutually coupled chaotic part-
ners are synchronized. Note that the definition of the
known NPC problems is static [14], and here we map a
dynamical process onto an NPC problem.
Hilbert’s tenth problem is the tenth on the list of

Hilbert’s problems of 1900 [15]. Its statement is as follows:
given a set of Diophantine equations (DEs), polynomials
with integer coefficients, finding an integer solution that
satisfies the set. The solution of a general set of DEs is
known to be undecidable [16–18]. However, some subsets
of the DEs are known to be decidable and belong to the
class of NPC problems [16,18]. A class of Hilbert’s tenth
problem is to find an integer solution of the following set of
DEs [18]

D~y ¼ ~�ðzÞ; (1)

where D is an m� n matrix of rational constants, ~y ¼
ðy1; . . . ; ynÞ, and ~� ¼ ð�1ðzÞ; . . . ; �mðzÞÞ is a column vec-
tor. The f�iðzÞg are polynomials with a finite degree greater
than one. Finding a non-negative integer solution
ðy1; . . . ; yn; zÞ to the above set was proven to belong to
the class of NPC problems [18]. In this Letter, we map the
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task of an attacker in the scenario of two synchronizing
chaotic units onto this NPC problem.

We start by defining our synchronization process of two
interacting units. Consider two iterated chaotic maps xA

and xB, which their dynamics are controlled by a general
self-feedback function Sf and a general coupling function

Sc which are both nonlinear functions of the history � steps
back

xAt ¼ Sfð ~xAt Þ þ Scð ~xBt Þ xBt ¼ Sfð ~xBt Þ þ Scð ~xAt Þ (2)

where ~xt ¼ ðxt�1; . . . ; xt��Þ.
Do the two mutually coupled chaotic maps synchronize

under such circumstances? The positive answer is demon-
strated below for the simplest chaotic maps, the Bernoulli
map [2]. The dynamics of the two mutually coupled units
xAt and xBt can be analyzed analytically and is given by

xAt ¼ ð1� "ÞfðxAt�1Þ þ "½�fðxAt��Þ þ ð1� �ÞRAð ~xBt Þ�
xBt ¼ ð1� "ÞfðxBt�1Þ þ "½�fðxBt��Þ þ ð1� �ÞRBð ~xAt Þ�

(3)

where fðxÞ ¼ ðaxÞ mod 1, and a Bernoulli map is chaotic
for a > 1 [19]. The parameter " indicates the weight of the
delayed terms, � stands for the strength of the self-coupling

term, and RA;Bð ~xB;At Þ are the received signals of each part-
ner. Note that [0, 1] is the allowed range for " and �. For

the simple case of RA;Bð ~xB;At Þ ¼ fðxB;At��Þ, a linear expansion
of the distance dt ¼ xAt � xBt leads to dt ¼ ð1� "Þadt�1 þ
"að2�� 1Þdt�� [19,20]. By assuming that the distance
converges/diverges exponentially in time, dt / ct, we find
that the largest conditional Lyapunov exponent is negative
and synchronization is achieved for ða� 1Þ=2a" < � <
ð2a"þ 1� aÞ=2a" as is depicted in Fig. 1(a).

In order to map the task of an attacker on this synchro-
nization process to the presented NPC problem, we have to
include the following four adjustments to the system:
(a) private commutative filters, (b) transmission of integer
signals, (c) additional nonlinear terms to the transmitted

signal, and (d) periods of cutoffs in communication. Our
next goal is to explain each one of these adjustments and to
show that synchronization is still maintained when apply-
ing all of the adjustments simultaneously, and finally to
show that the task of the attacker is mapped onto the NPC
problem, Eq. (1).
The first adjustment is extending the configuration,

Eq. (3), to the case of nonidentical units xA and xB. Both
units are using different functions (filters) gA and gB, and
the two transmitted signals are gAð ~xAt Þ and gBð ~xBt Þ, see
Fig. 2. These functions are private, only xA knows gA and
xB knows gB. The coupling functions Scð ~xBt Þ, Scð ~xAt Þ are
simply the received signals which are gAðgBðxBt ÞÞ and
gBðgAðxAt ÞÞ, respectively. In order to preserve synchroniza-
tion as a fix point of the dynamics, we only use filters that
commute, gAðgBð ~xÞÞ ¼ gBðgAð ~xÞÞ. Since an attacker does
not know the filters, he cannot use them for his hardware
attack.
The most simple commutative filter one can consider is

convolution. The transmitted signal is defined by

TA;B
t ¼ gA;Bð ~xA;Bt Þ ¼ XN�1

�¼0

K�
A;BfðxA;Bt��Þ (4)

where K�
A;K

�
B 2 ½0; 1� are the private filters chosen ran-

domly by each one of the partners and � ¼ 0; 1; . . . ; N � 1.
We demand that

P
N�1
�¼0 K

�
A;B ¼ 1, in order to ensure that the

convolved signal is limited by [0, 1].
Before arriving at the other end of the channel, the

transmitted signal T encounters the second filter.
Therefore, the received signal for units A and B is

RA;B
t ¼ gA;Bð ~TB;A

t Þ ¼ XN�1

�;�¼0

K�
BK

�
A fðxB;At����Þ: (5)

We measured the synchronization time tsynch as a func-

tion of � and found that in order to achieve linear synchro-
nization time for N � 1, the strengths of the filter
coefficients, the keys, have to follow a power-law

K�
A; K

�
B / ��

A;B

ð1þ�Þ� , where �
�
A;B is a random number between

[0, 1]. Figure 3(a) exemplifies the linear scaling of tsynchð�Þ
for N ¼ 10 and� ¼ 2. Since the values of the private keys
KA, KB are random, we calculate the probability of achiev-
ing synchronization in the phase space of (", �) using
sampling of random sets of keys. In Fig. 1, we compare
the semianalytic results for the regimes of synchronization
for the basic setup without filters (a) and with filters (b). We
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FIG. 1 (color online). Semianalytic results for the fraction of
the phase space, (", �), where synchronization is achieved for a
Bernoulli map with � ¼ 100 and a ¼ 1:1. (a) With the absence
of filters, synchronization is achieved only in the black regime.
(b) The probability to synchronize in the case of unclipped filters
with N ¼ 10 and � ¼ 2.
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FIG. 2. A setup of two time-delayed mutually coupled units,
where each unit has a filter influencing both transmitted and
received signals.
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found that even in this case, the regime of synchronization
is almost unchanged.

The next two adjustments [(b) and (c)] to the synchro-
nization process is modifying the transmitted signal to be
composed of clipped output keys and signals, and also to
include a nonlinear term of the past output signal.
Practically, the precision of the computer is m0 decimal
digits, and the key filters and output signals consist of only
m � m0 most significant decimal digits (or integers after
multiplying by 10m). Adopting these two adjustments, the
transmitted signal has the following form:

TA;B
t ¼ XN�1

�¼0

K�
A;BfðxA;Bt��Þ þ Ct½fðxA;BN0

Þ��t (6)

whereKA;B are the clipped keys and fðxA;Bt��Þ are the clipped
output signals. Ct½fðxA;BN0

Þ��t is the nonlinear term which is

not convolved in the current filters, Ct, �t, and N0 are
public constants used simultaneously by both partners.
Ct 2 ½0; 1� and is also clipped, the power �t is an integer,
and N0ð<t� NÞ is a time step from the past. Since the
partners are using different private keys (filters), synchro-
nization is a fix point of the dynamics only when each
partner subtracts his own nonlinear term before applying
the convolution using his key. Therefore, the received
signal in case of synchronization is

RA;B
t ¼ gA;Bð ~TB;A

t � Ct½fðxA;BN0
Þ��tÞ

¼ XN�1

�;�¼0

K�
BK

�
A fðxB;At����Þ: (7)

It is clear that synchronization is a fixed point of the
dynamical process, since after the convolution at the re-
ceiver, the nonlinear terms appear only in the form
Ct½fðxBN0

Þ�t � fðxAN0
Þ�t� which vanishes when the partners

are synchronized. It is worthy to note that since the keys are
normalized and Ct > 0, it is possible that the received
signal is greater than one; however, in practice it does

not affect the synchronization process, and alternatively
one can apply mod 1 again on the received signal. Both
methods give the same regime of synchronization.
For the case of clipped keys and output signals, simula-

tions with m0 ¼ 32 indicate that the regime in the phase
space where synchronization exists is only slightly affected
by the quantization of the keys and the transmitted signals.
A typical result for different values of m is depicted in
Fig. 4(a).
The last adjustment [(d)] of our setup is the implemen-

tation of dynamical filters. For N1 steps, the partners are
using the above-mentioned prescription. For the next N2

steps, no communication between the partners occurs, and
each partner is updating his states following his own his-
tory of continuous signals with � ¼ 1 in Eq. (3). After each
period of silence, N2, each partner is selecting a new set of
private filters, and in addition, they select the nonlinear
contribution to the transmitted signal to be a function of the
signal at a time step, N0, belonging to the previous silence
period [21].
Simulations indicate that while the synchronization time

and phase space are affected by the nonlinear additional
term in Eq. (6) and by the silence periods, tsynch still scales

linearly with � as depicted in Fig. 3(b), and synchroniza-
tion is achieved in a non-negligible fraction of the phase
space. For instance, synchronization for �t ¼ 2, 3, 4, 5
with equal probability, Ct 2 ½0; 0:1�, N ¼ 10, N1 ¼ 20,
N2 ¼ 20, and N0 ¼ 40ðt mod 40Þ � 5 is depicted in
Fig. 4(b).
We now turn to discuss the complexity of a unidirec-

tional listener. To avoid any software attacks or any other
advanced attacks, we map the task of the attacker to the
NPC problem, Eq. (1). Assuming a synchronization state,
~xAt ¼ ~xBt � ~xt. In one time step, the transmitted signals on

both directions, TA;B
t , consist of 3N � 2 unknown varia-

bles: fK�
A;Bg; fðxtÞ; . . . ; fðxt�Nþ1Þ. On the next time step,

two new equations emerge: TA;B
tþ1. These equations consist

of previously unknown variables and one new unknown
variable fðxtþ1Þ. Therefore, by adding more time steps, we
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FIG. 4 (color online). Simulation results for the fraction of the
phase space, (", �), where synchronization is achieved for � ¼
100, a ¼ 1:1, N ¼ 10, and � ¼ 2. (a) With quantized linear
filters form ¼ 3, 7, 11 (b) with quantizationm ¼ 6 and the same
parameters as for Fig. 3(b).
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FIG. 3 (color online). Simulation results for the synchroniza-
tion time, tsynch, as a function of � for a ¼ 1:1, N ¼ 10, and� ¼
2: (a) linear filters, and (b) with quantization m ¼ 6, and an
additional quantized nonlinear term. �t ¼ 2, 3, 4, 5 with equal
probability, Ct 2 ½0; 0:1�, N0 ¼ 40ðt mod 40Þ � 5, N1 ¼ 20,
and N2 ¼ 20, solid lines were obtained by linear fitting.
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are adding more equations than new variables. Actually,
the number of required equations to decode the keys of
length N is 6ðN � 1Þ. Therefore, the number of required
iterations is 3ðN � 1Þ. In order for a passive attacker to
construct the entire signal, he needs to eavesdrop over at
least 3ðN � 1Þ successive time steps. His task is therefore
to solve a set of nonlinear DEs [16,17]. The nonlinearity
emerges since the attacker does not know either the integer
keys, K�

A;B, or the history of the clipped output signals of

the partners.
In order to map our synchronization problem to the

proven NPC problem, Eq. (1), we choose N1 to be in the
range of N <N1 < 3ðN � 1Þ [see for instance Fig. 4(b)].
Hence, the task of the attacker is to find the complete set of
solutions for the nonlinear DEs (unknown clipped keys and
history of clipped signals), and next to find the correct
solution for the observed dynamical synchronization pro-
cess. The number of solutions is at least one, but can be
unbounded; hence, the complexity of the attacker is at least
NPC, where the complexity of the problem increases with
N. The silence regime, N2 >N, was selected to guarantee
that the set of DEs the attacker has to solve consists of
nonlinear terms of only one past clipped output signal [as
formally required by Eq. (1)]. Note that the use of time-
dependent filters eliminates any approximated reconstruc-
tion of the trajectory based on Takens embedding theorem
[22] since the transmitted signal is a discontinuous func-
tion of the chaotic variables.

Note that also with the lack of adjustment (c) [the non-
linear term in Eq. (6)], the problem reduces to the solv-
ability of linear DEs which belongs to the class of NPC
[17,18,23]. However, finding a solution of a set of linear
DEs may be feasible in practice, in polynomial time using
heuristic or probabilistic methods [24].

We prove semianalytically that the security of the sim-
plest synchronization process (Bernoulli map) consists of �
time-independent local Lyapunov exponents. In simula-
tions, we obtained similar results also for the Lang-
Kobayashi differential equations governing the behavior
of semiconductor lasers, where the transmitted signal in
lasers is quantized.
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