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We investigate the hydrodynamic response of plasma gradients during the interaction with ultraintense

energetic laser pulses, using kinetic particle simulations. Energetic laser pulses are capable of compress-

ing preformed plasma gradients over short times while accelerating low-density plasma backwards. As

light is absorbed on a steepened interface, hot-electron temperature and coupling efficiency drop below

the ponderomotive scaling, and we are left with a new absorption mechanism that strongly relies on the

electrostatic potential caused by low-density preformed plasma. We describe this process, explain electron

spectra, and identify the parameter regime where strong compression occurs. Finally, we discuss the

implications for fast ignition and other applications.
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While intense short laser pulses offer many interesting
applications for high-energy density physics [1], coupling
and transport of energy into dense plasma in the ultrarela-
tivistic intensity regime are poorly understood due to the
complex dynamics near the absorption point and difficult
to model due to the several orders of magnitude between
the dense-plasma response time and corresponding length
and the scales of the laser spot size and pulse duration. An
additional problem is the large-scale, low-density blowoff
plasma in front of the actual solid target found in high-
energy short-pulse experiments. It is created before the
arrival of the main pulse by amplified spontaneous emis-
sion processes in the laser that cannot be easily suppressed
and is dense enough as to prevent light propagation several
micrometers away from the target. For a recent high-
energy short-pulse experiment, scale lengths of about ls ¼
0:5–1:0 �m between the solid and a fraction of critical
density nc ¼ 1:1� 1021 cm�3 were found, preceded by a
longer scale length plasma [2]. For fast-ignition experi-
ments, one expects ls � 10 �m, depending on the energy
in the prepulse.

This Letter addresses the short-pulse laser-driven dy-
namics of preformed plasma in the limit of ultraintense,
energetic pulses over a picosecond. At intensities IL ¼
1:37� 1020 W=cm2, the vacuum energy density of light
corresponds to� 30 G bar at 1 �mwavelength light. Such
a pressure can cause ions to move over several microns in
less than 1 ps. Many early works on absorption consider
idealized step function density profiles, relatively short
density gradients, or large volumes [3,4], effectively ne-
glecting the large-scale ion motion. We characterize the
response of plasma gradients in the limit of normal inci-
dence with one spatial and three velocity degrees of free-
dom in a fully relativistic kinetic description. Our approach
allows us to isolate a 1D ‘‘hydrodynamic’’—from purely
multidimensional effects, such as beam filamentation [5],
hole boring [6], and deformations of the plasma surface
through Rayleigh-Taylor-like instabilities [7]. We ignore

refluxing of hot electrons, which can occur due to electro-
static confinement in thin foils.
We first consider two plasma density gradients with

different scale lengths. Standard particle-in-cell (PIC)
simulations [8] show how the laser-generated pressure
near the relativistic critical density causes a strong com-
pression of the preplasma towards higher densities and
acceleration into vacuum of plasma at lower densities,
followed by a drop in absorption and hot-electron tempera-
ture. Subsequent model simulations with fixed ions help to
understand this. We find key properties of the laser-
generated electron distribution at ultrarelativistic inten-
sities; expressions for cutoff energies and temperatures
are given. Combined with an analytical description of the
compression, which depends on plasma scale length, ion
charge-to-mass ratio, and laser intensity, wavelength, and
pulse duration, this is useful for defining plasma parame-
ters at which absorption remains high over the laser pulse
duration, and the electron temperature is within the pa-
rameter band for fast ignition (FI) or other applications [1].
Simulations were performed with the kinetic PIC code LPIC

[9] using a resolution of 500–1000 cells per laser wave-
length and up to 300 particles per species and cell, thus
resolving the plasma’s Debye length at the highest density
and initial temperature of 10 keV, and verified with an up to
3� higher resolution.
Figure 1 depicts the evolution of an initially exponential

plasma profile during the interaction with an ultraintense
laser pulse. Shown is a contour plot of ion density versus
space and time for a gradient scale length of 0:85 �m,
beginning at time 70�, where � � �=c � 3:3 fs is the laser
period and nc ¼ �mec

2=ðe�Þ2 is the critical density.
Between 90 and 100 �m, the density profile is uniform,
representing a solid target region. Plasma ions have a mass
Mi ¼ 8mp, where mp is the proton mass and charge state

Z ¼ 1. Light enters the box at x ¼ 0 with an intensity of
1:37� 1020 W=cm2 at � ¼ 1 �m and a semi-infinite
pulse envelope. The vacuum region between the left box
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boundary and the plasma gradient allows for a free expan-
sion over the simulation time of 350�L.

Figure 2 gives details of this ‘‘short gradient’’ (SG) case
shown in Fig. 1 and a ‘‘long gradient’’ (LG) case with a
scale length of 3:25 �m. Shown are snapshots of ion
density, as well as corresponding electron spectra and
fast electron energy flux density recorded in the solid
density region We;x ¼ P

x¼xd
neð�� 1Þvx, averaged over

a laser cycle and normalized to the average laser energy
flux hWLi ¼ IL=2. We have checked that the energy flux
and spectra are independent of where exactly in the solid
target region they are recorded. Additionally, the spectra of

all electrons passing through a single cell over a 10� time
interval give nearly identical results. Figures 2(a) and 2(b)
show electron spectra for the LG and SG cases at two
times, illustrating how they evolve from initially similar
characteristics in temperature and number to quite different
regimes at a later time, when hydrodynamics has changed
the shape of the gradient. The LG spectrum maintains its
high-energy tail at �6 MeV consistent with the pondero-
motive scaling [7]. Note that more than 2=3 of the total
energy contained in the LG spectrum is at energies below
5 MeV. In the late SG spectrum, high-energy particles have
almost disappeared. Also, the average energy of the low-
energy hot-electron population (slope temperature
<1 MeV at 250 fs) in SG is smaller than in LG by the
square root of the density ratio at the steepened interface;
compare Fig. 2(e) [10]. Figure 2(c) gives the time depen-
dence of the electron energy flux hWexi=hWLi in both cases.
Figure 2(d) shows corresponding ion density profiles at two
times. In both cases, coupling of the intense laser pulse
drives an electrostatic shock wave towards the solid at a
speed of �0:01c [11–13], while it accelerates plasma
backwards forming a flat ‘‘lower shelf.’’ Two remarkable
differences between these two cases are (a) a 4� higher
density of the lower-shelf plasma at 250� in the LG case
and (b) its 4� lower density at the location of the shock.
These lead to differences in absorption discussed below.
Also note the shoulderlike electron energy spectrum at
250� in the SG case, which will be discussed below.
Additional simulations at a hundred times reduced laser
intensity show a much lesser impact on the plasma profile,
leading to a nearly constant absorption of roughly 30%.
The compression of the plasma gradient shown in Fig. 2

(e) can be described using momentum conservation at the
front, i.e., where light is reflected [6,7],

ð1þ RÞIL=c ¼ 2Miu
2
fni (1)

in a frame moving at velocity uf with the front. HereR � 1

is a good approximation of the 1D plasma reflectivity, and
ni is the ion density, neglecting electron momentum. This
is valid only in the ultrarelativistic case [6]. Reflection and
profile steepening occur at the relativistic critical density

�osnc, with �os ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð1þ RÞa20=2

q
[4,6]; compare Fig. 2

(d). Below this density, electrons are accelerated to rela-
tivistic Maxwellian distributions with average energy
mec

2ð�os � 1Þ [7], consistent with Figs. 2(a) and 2(b).
The time-dependent compression of a profile niðxÞ ¼
ð�osnc=ZÞ exp½ðx� xcÞ=ls� with scale length ls is obtained
by solving Eq. (1) for uf and integrating

xfðtÞ ¼ xc þ 2ls ln

�
1þ t

c

2ls

�
meZ

2Mi

�2
os � 1

�os

�
1=2

�
(2)

to find the location of the front. Equation (2) is written in
terms of �os using IL=c¼mec

2nca
2
0=2 for � ¼ 1 �m. Fig-

ure 2(e) plots the corresponding interface density at the

〈
〈〉

〉

FIG. 2 (color online). Absorption and electron transport in
exponential density gradients at IL ¼ 1:37� 1020 W=cm2.
(a) Electron spectra at two times for a LG case with ls ¼
3:25 �m; (b) for a SG with ls ¼ 0:85 �m; (c) average electron
energy flux density hWexi, normalized to the laser intensity WL

for SG and LG, recorded behind the density gradient at xd ¼
95 �m; (d) snapshots of ion density at t ¼ 110 and 250�;
(e) front density vs analytical result (dashed line).

FIG. 1 (color online). Deformation of an exponential density
gradient with scale length ls ¼ 0:85 �m and peak density
ni;max ¼ 400nc, irradiated by a laser pulse with intensity IL ¼
1:37� 1020 W=cm2, wavelength/period � ¼ 1 �m, � ¼ 3:3 fs.
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front vs time and simulation results. Expansion of the
plasma towards vacuum is characterized by the fact that
the outward accelerated mass is nearly constant and by
vi / ðx� xcÞðt� t0Þ, forming a density plateau. The ion
bump at the front of the expansion has been discussed
earlier [14].

In order to understand the evolution of absorption and
electron flux in the density gradients above, we now turn to
a ‘‘quasistatic’’ scenario in which the ion motion is sup-
pressed. Instead of an exponential ramp, we use a 3 �m
layer of lower-shelf plasma at uniform ion density ns in
front of a 10 �m layer of plasma at ‘‘solid’’ density 200nc
(in most cases). Figure 3 shows the electron spectra and the
electrostatic field near the boundary for several densities
ns, as well as cycle-averaged electron energy flux
hWexi=hWLi. Locations of the lower shelf and a small
part of the bulk plasma are indicated by a shaded area in
Fig. 3(b).

Depending on the density-length product of the lower
shelf, electrons are pushed into the bulk by the pondero-
motive pressure. The maximum arial charge that can be
pushed into the bulk is determined by a balance between
the laser and electrostatic field energy

2IL=c ¼ ens�s; (3)

with �s ¼ 2�ensl
2
s , assuming no absorption. Normal-

ization yields a2L ¼ 2�2ðns=ncÞ2ðls=�Þ2. For aL ¼ 10 and
ls ¼ 3 �m, we find ns;0 ¼ 0:75nc for the critical, i.e.,

maximum, density that can be pushed into the bulk. On
the other hand, by fixing ns ¼ nc we get a maximum shelf
length of 2:25 �m, consistent with Fig. 3(b), where E0 ¼
me!c=e. The maximum electric field at the interface

Emax
x;i ¼ a0=

ffiffiffi
2

p
is reached when the shelf arial density

nsls of Eq. (3) is critical, which also agrees with Fig. 3
(b) after accounting for some absorption; see Fig. 3(c). As
the electric field at the interface increases with ns, the
electron spectrum extends to higher maximum energies
and forms a shoulderlike distribution. When the lower-
shelf density exceeds the critical value (here ns � 1), hot
electrons that remain in the shelf cause an ambipolar
electrostatic field, and an additional tail in the distribution
function appears [7] that is absent for smaller values of ns.
Key features of the spectra are reproduced by a simple

model of electron acceleration near the interface, under the
condition that the lower shelf is just critical. The laser
electric and magnetic fields in vacuum near an almost
perfectly reflective boundary at x ¼ 0 with density np are

given by [15] Ey ¼ 2a0 sinð2�xþ�Þ cosð2�tÞ and Bz ¼
2a0 cosð2�xþ�Þ sinð2�tÞ, respectively, where tanð�Þ ¼
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
nc=np

q
. An electron at ðx; tÞ ¼ ð0; 0Þ is extracted by the

longitudinal electric field Ex;i into the region where the

laser electric field reaches its peak value. In this process the
electron gains negative (mostly) transverse momentum
until the longitudinal component of the Lorentz force
exceeds Ex. The ‘‘extraction’’ time t0 can be found by
integrating the equation of motion @px=@t ¼ �2�Ex;i þ
4�a0 sinð2�tÞ, assuming that vy � �1 with normalized

momenta p and velocities v ¼ p=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jpj2p

. Solving for
pxðt0Þ ¼ 0 in the case of a critical plasma shelf, we find
t0 � 0:12. After this time, no further particles can be
extracted. Electrons at x0 ¼ �t0 are now accelerated by
the Lorentz force towards the boundary over a similar time
interval, so that they gain a longitudinal momentum not
larger than pmax

x ¼ 4�a0t
0 � 1:45a0. For a0 ¼ 10, this

expression predicts a cutoff energy Emax � 7 MeV, in
agreement with Fig. 3(a) (curve labeled ‘‘0.3’’). The shoul-
derlike feature of the spectrum stems from (i) electrostatic
shielding of electrons extracted during the time interval
½0; t0� by the charges of other electrons and (ii) their relative
phase with respect to the electromagnetic field pattern. For
larger amounts of lower-shelf plasma, the ‘‘shoulder’’
remains unchanged, and an additional tail of hot electrons
appears that originates in the low-density plasma where
both light and plasma are present [7]. For an undercritical
lower shelf, where Ex is determined by the arial charge
nsls, the spectrum is independent of intensity, because t0 /
Ex;i=a0 while pmax

x / a0t
0. We have verified this by simu-

lations at different laser amplitudes, not shown here.
Without the lower-shelf plasma, there is no electrostatic
extraction of electrons, so acceleration occurs in the eva-
nescent mode of Ey, giving a much smaller absorption

scaling with density as 1=
ffiffiffi
n

p
[10]. The extraction or ac-

FIG. 3 (color online). Absorption and electron transport in step
function density profiles at IL ¼ 1:37� 1020 W=cm2. (a) Elec-
tron spectra for various values of the shelf density parameter ns
as indicated. The dashed line gives a 6.7 MeV slope consistent
with Ref. [7]; (b) corresponding snapshots of Ex; location of
shelf and bulk target are indicated by the shaded area; (c) laser-
to-electron coupling efficiency vs plasma density. For ns � 10,
targets consist of a 3 �m long lower shelf at density ns followed
by 10 �m of plasma at 200nc; for ns � 10, plasma is uniform.
Rectangular symbols refer to ns ¼ 0 and triangles to ns ¼ 1.
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celeration process repeats itself at time �=2 with py > 0,

leading to the well-known 2!0 electron jets [3]. Figure 3(c)
plots time-averaged electron flux (absorption) vs plasma
density in a combination of two separate scenarios: At low
density n=nc < 10, density refers to a 3 �m thick lower
shelf preceding a 10 �m layer of bulk plasma at a constant
density of 200nc; compare Fig. 3(a). Light propagates
through the lower-shelf plasma because it is relativistically
undercritical [4]. For higher densities n=nc � 10, the
plasma becomes opaque. Here the quantity n refers to the
density of a 10 �m thick uniform plasma layer; both
scenarios give the same result for 10nc. The effect of
changing the bulk plasma density while keeping ns ¼
0:1nc is small, as shown in a separate curve. Comparison
of this curve for ns ¼ 1 (triangles) with the ns ¼ 0 curve
(rectangles) demonstrates that (i) absorption depends criti-
cally on the preplasma, (ii) it is nearly independent of bulk
density with ns � 1, and (iii) it drops slightly with bulk
density when ns 	 1. This is representative of the de-
crease in absorption seen in Fig. 2, where the lower-shelf
density drops due to the hot-electron pressure, while the
interface is compressed over time. In one spatial dimen-
sion, this effect can be slowed down only by choosing
longer gradient lengths for the preformed plasma, i.e.,
more energy in the prepulse, or lower intensities.

A fiducial simulation of a step function density profile
with mobile ions at a density 100nc and an intensity IL ¼
1018 W=cm2 yields an absorption fraction of 14% for an
initial electron temperature of 10 keV, which agrees well
with results published earlier [3]. This relatively high
value is caused by thermal expansion of the bulk plasma
and the subsequent formation of a density gradient similar
to the ones discussed above. However, in runs with initially
cold electrons, i.e., <1 keV, or at intensities around
1020 W=m2, the expansion is suppressed by the pondero-
motive pressure and absorption drops to<1%. We find that
the initial electron temperature is much less relevant at
ultrahigh laser intensity, mainly because the electron mo-
mentum in the laser field greatly exceeds their initial
thermal momentum.

While collisions play no direct role for absorption in
plasma density gradients around 10–30nc and keV tem-
peratures, they could contribute indirectly by causing
strong electrostatic fields in resistive dense plasma. This
could cause the refluxing of hot electrons even in large FI-
relevant targets and enhance absorption and electron tem-
perature. Results are scalable with respect to laser wave-
length using the relation I�2 / a20; i.e., for a given inten-

sity, a smaller wavelength leads to smaller a0. Under
oblique incidence, absorption tends to be much higher
than under normal incidence because the laser electric field
has a <90
 angle to the target surface [16,17]. This will
affect the momentum balance Eq. (2). However, for small
angles �, both Poynting flux and critical density are re-
duced by a factor cos2�, so that we do not expect drastic

changes. Backscattering of the ultraintense light in under-
dense plasma is found to be only a minor effect. Current
filamentation in low-density plasma will alter absorption
for large-scale lengths ls > 1 �m, but for the short gra-
dient case presented in Fig. 1 we expect hydrodynamic
effects to dominate, depending on laser spot size, etc.
In conclusion, preformed plasma is beneficial for high

absorption at MeV electron energies in ultrahigh intensity
short-pulse laser experiments. At intensities around
1020 W=cm2, the ponderomotive pressure, exerted via an
ambipolar electrostatic field around the point of absorp-
tion, compresses plasma at greater-than-critical density
leading to a steepening of the interface. At the same
time, it accelerates low-density plasma away from the
interaction region and thereby reduces absorption over a
time scale determined by the plasma gradient length and
laser parameters, typically subpicosecond. Recent simula-
tions or experiments at such intensities have demonstrated
that compression of preformed plasma can lead to laser-
driven shock waves [13], as well as dominant coupling into
a sub-MeV electron population [10]. The latter result in-
dicates that 2D effects will give higher and less density-
dependent absorption than seen in 1D. In combination with
the mechanism discussed here, this means that it is possible
to efficiently generate soft electron spectra useful for fast
ignition.
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