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Using molecular dynamics simulations, we demonstrate that the layering of confined colloidal particles
with dipolar interactions, such as ferrofluids, in slablike geometries can be controlled by homogeneous
external fields. For suitable surface separations, strong fields directed perpendicular to the film plane do
not only align the particles but create additional layers in the system. The reverse effect occurs with an in-
plane field which can induce a collapse of layers. Both effects are accompanied by pronounced particle
rearrangements in lateral directions. Our simulation results are consistent with recent experiments of

ferrofluids at surfaces.
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Colloidal particles with dipolar interactions such as
ferrofluids (nanosized permanent magnets in liquid car-
riers) and polarizable colloids (where dipole moments
can be induced) are outstanding examples of soft materials
whose structural and rheological properties can be con-
trolled by external fields. Macroscopically, the possibility
to position ferro-droplets by magnetic fields is used, e.g., in
seals, loudspeakers, and in magnetic drug targeting [1]. On
the nanoscale, magnetic fields combined with the direc-
tional character of the dipolar interactions induce aggrega-
tion of the particles into chains (see, e.g., [2]) and highly
ordered clusters [3], yielding a dramatic increase of the
viscosity [4] and thermal conductivity [5] of ferrofluids.
Similar aggregation effects occur in other dipolar colloids
[6], and indeed, field-driven self-assembly into predefined
microstructures is now considered a promising route to
design novel materials [6—8]. Also, external fields can
trigger phase transformations, examples being the mag-
netic field-induced crystallization of superparamagnetic
colloids [9,10] and corresponding binary mixtures [11],
and the electric field-induced solid-solid transitions
[12,13] in polarizable systems.

The present Letter deals with the combined effect of
external fields and fluid-wall forces occurring in dipolar
suspensions close to surfaces. It is well known that surfaces
alone (irrespective of the nature of the interparticle forces)
can induce a layering of the particles [14] in the direction
normal to the surfaces. Indeed, layering of ferrofluids
[15,16] and paramagnetic colloids [17] has been observed
experimentally and in computer simulations of related
model systems [18,19]. This prompts the question of how
the layering could be manipulated by external magnetic (or
electric) fields, a topic which might become particularly
relevant for a controlled growth of magnetically nanostruc-
tured interfaces, including potential applications for data
storage. Indeed, in a recent neutron-reflectometry study
[16] of dispersed Fe;O, nanoparticles at a SiO, surface,
it was demonstrated that magnetic fields directed perpen-
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dicular to the surface induce smectic-like ordering,
whereas fields parallel to the interface strongly disturb
the layering [16]. However, a precise understanding of
the interplay between dipolar and surface forces is still
missing.

In the present Letter, we report results from Molecular
Dynamics (MD) computer simulations of a simple dipolar
model fluid subject to two plane-parallel surfaces plus
external magnetic (or electric) fields directed parallel or
perpendicular to the surfaces. Considering a variety of
surface separations and field strengths, and several thermo-
dynamic states, we demonstrate that the experimentally
observed field-induced effects [16] are indeed a generic
phenomenon which can be explained by our minimal,
dipole-dominated model. Further, we show that the layer-
ing effects in nanoconfined systems can be inferred from
the solvation force accessible in surface-force experiments
(see, e.g., [20]).

Our model fluid consists of spherical particles of diame-
ter o with embedded point dipole moments m;, i =
I,...,N. The total (”Stockmayer”) interaction between
two particles with distance r = |r| consists of a (truncated
and shifted) Lennard-Jones (LJ) potential, uy;(r) =
4€[(o/r)'? — (o/r)®], and the long-range, anisotropic
dipole-dipole potential given as upp(12) = r [y - my —
3(m; - r)(my - 1)/r?]. The reduced temperature is set to
T* = kgT/e = 1.35 (with kz and T being Boltzmann’s
constant and true temperature, respectively) and the re-
duced dipole moment m* = u/ Veod = 2.0, correspond-
ing to a system with dominant dipolar interactions (indeed,
switching off the LJ attraction does not significantly
change our results). The resulting dipolar coupling pa-
rameter A = u?/kzTo> =~ 2.96 is in the range considered
in recent ferrofluid experiments [3]. Spatial confinement of
the particles is modeled by two plane-parallel, smooth
walls located at z = *L_/2 and of infinite extent in the
x-y plane. We employ a ““9-3” fluid-wall potential includ-
ing repulsive and attractive contributions [21]. The con-
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fined fluids are subject to a homogeneous magnetic field H
directed either perpendicular to the surfaces, i.e., H = H,,
or in-plane, that is, H = H);. We consider a range of fields
strengths up to the (still realistic [3]) value H* =
uH/kgT = 100. Most of the presented data correspond
to a reduced density p* = po?® = 0.6 to have significant
layering already at H* = 0, but we have included various
results at smaller and larger p*. The calculations are per-
formed using constant-temperature MD simulations with
N = 500 particles, using a standard leap-frog algorithm
[22] to solve the translational and rotational equations of
motion (see [18] for details). Long-range interactions are
taken into account via an Ewald summation suitable for a
slab geometry [21,23], with conducting boundary condi-
tions parallel to the surfaces and insulating ones in
z-direction (the latter are not expected to influence the
results qualitatively [24]). The simulations were started
from zero-field configurations generated as described be-
fore [18]. Typical MD runs at H* > 0 then consisted of
about 7 — 8 X 10* time steps for equilibration and
production.

A typical MD configuration at surface separation L} =
L./o = 5.0 in zero field is shown in Fig. 1(a), illustrating
two typical features of confined dipolar particles. First, the
particles arrange into (four) layers as revealed even more
directly by the oscillations in the corresponding number
density profile p(z) plotted in Fig. 2(a). Secondly, the
particles close to the surfaces orient preferably along in-
plane directions [see inset in Fig. 1(a)], thereby enhancing
the possibility of energetically favorable head-to-tail
arrangements.

Figure 1(b) shows the same system in a strong perpen-
dicular field H,. We see that the field does not only orient
the particles along H, but also strongly enhances the
layering. In particular, as illustrated by the density profiles
plotted in Fig. 2(a), a sufficiently strong field generates an
additional (fifth) layer in the system.

What is the mechanism behind this layer formation? In
Fig. 2(b), we present a typical in-plane correlation function
g)|(R) illustrating the lateral structure in the contact layer

(with R* = o~ '\/JAx? + Ay?), and two intralayer correla-

tion functions gma(R) reflecting the mutual arrangement
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FIG. 1. Simulation snapshots at L} =5 (a) H" = 0 (inset:
top-view of the contact-layer), (b) H; = 74.

of particles in neighboring layers o and 8 # «. As seen
from g)(R) (top), a strong perpendicular field shifts the first
peak from R* = 1 (zero field) to R* = 1.2, indicating a
significant increase of the nearest-neighbor distance within
the layer. This is reasonable since the field-induced align-
ment of the dipole moments in side-by-side configurations
induces repulsive interactions and is thus energetically
unfavorable. At the same time, the main peak of the
correlation function g'%(R) (middle) moves from R* =
0.9 (H* = 0)to R* = 0.7 (H} = 74). Thus, looking from a
particle in layer 1 (contact layer), its nearest neighbor in
the adjacent layer 2 is “pulled” into the range of lateral
separations where the interaction between two aligned, yet
vertically displaced dipoles becomes attractive. Indeed,
from a purely energetic point of view, one might rather
expect perfect head-to-tail configurations in vertical direc-
tions [i.e., a main peak of gi3(R) at R* =~ 0]. We do not
see this behavior at p* = 0.6 because the layer spacing in
field is markedly smaller than the sphere diameter (in fact,
such head-tail configurations do occur at lower densities).
Finally, particles in the next-nearest layer 3 sit on top of
those in layer 1 as revealed by the peak at R* = 0 in

g2 (R) [bottom of Fig. 2(b)]. Given the structural rear-
rangements in lateral directions, we conclude that the new
layer generated by H, allows us, at the same time, to
increase the in-plane distance between neighboring parti-
cles and to support attractive configurations of particles in
different layers.

Clearly, a prerequisite for the lateral rearrangements is
the field-induced alignment of the particles. Thus, the layer
formation strongly depends on the field strength: If H_ is
too small, it cannot orient the particles against their pre-
ferred in-plane orientation in zero field [see inset in
Fig. 1(a)] and against the macroscopic, density-dependent

3

FIG. 2.

(a) Density profiles at
H,). Included is a profile at p* = 0.2 and H; = 74 (bottom
curve). Inset: Magnetization as function of H} at p* = 0.6,
p* =04, and p* = 0.6 with A = 1 (see labels). (b) Inter- and
intra-layer correlation functions (p* = 0.6) at zero field and at
H? = 74 yielding five layers 1-5. Top: in-plane (contact layer,
1), middle: intra-layer (1 + 2), bottom: intra-layer (1 + 3).

L =50 and p*=0.6 (in
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demagnetizing field which weakens the impact of H,
(irrespective of the boundary conditions [24]). The com-
petition between field and surface effects becomes also
manifest in the magnetization order parameter P, =
NG, wi)l [22] plotted in the inset of Fig. 2(a).
Significant ordering occurs only for H; = 15, and indeed,
only above this strength, the field is able to create a new
layer. Clearly, this threshold value depends on the thermo-
dynamic state considered. In systems with lower density or
smaller dipolar coupling A, the surface-induced in-plane
ordering is less pronounced, such that the value H} re-
quired for significant magnetization and accompanying
layer creation decreases as well. This is reflected by the
corresponding functions P (H?) [see inset of Fig. 2(a)]. An
implicit consequence of our results is that, at fived Hz, the
number of layers can also be changed by varying p*. For
example, at H; = 74 and L} = 5.0, we observe five layers
at p* = 0.6 but only four at p* = 0.2 [see Fig. 2(a)]. This
is consistent with experiments of compression-induced
layering transitions in confined paramagnetic colloids [17].

Of course, in the relatively dense, nanoconfined systems
considered here, field-induced formation of new layers is
not possible at arbitrary surface separations. A convenient
indicator of the layering effects is the normal pressure,
P.=—A"19F/dL, [21] (with F and A being the free
energy and the lateral area), as a function of L}. This
function is directly related to the solvation force measur-
able in surface-force experiments [20]. The corresponding
zero-field result at p* = 0.6 is plotted in Fig. 3(a) for a
small range of separations allowing the system to form
three (L} < 4.2) to four layers (L} = 4.3). The transition
between these regimes is indicated by oscillations in
P%(LY), which are typical of confined fluids [21]. An
analysis of the corresponding profiles p*(z) reveals that
H, can create a new layer only for separations in the
vicinity of the minima of P%(L}) (at H* = 0). This is in a

FIG. 3. (a)—(c) Zero-field normal pressure as function of L} at
three densities. The triangles up (down) indicate where H, (H))
can create (destroy) a layer.

way expected since the minimum reflects a ““‘comfortable’
arrangement of the confined particles, which allows for
some compression in vertical direction. For other separa-
tions, particularly at the maximum of P} in Fig. 3(a), a
perpendicular field leads only to a sharpening of p*(z). The
same correlation between the minima in P}(L?) and field-
induced layer creation is found at the higher density p* =
0.8 [see Fig. 3(b)]. On the other hand, upon decrease of p*,
the zero-field layering becomes less pronounced as re-
flected by the softer shape of PI(L}) [see Fig. 3(c)]. In
such systems, a perpendicular field can thus create new
layers in broader range of surface separations.
Completely different layering effects occur with in-
plane fields, H). Because of the preferred in-plane orien-
tation of the dipoles already at H* = 0 [see Fig. 1(a)], it is
clear that H| can align the dipoles much more easily than a
perpendicular one (also note that in-plane ordering does
not induce a macroscopic demagnetization field). A sur-
prising effect is that an in-plane field can also destroy
layers. Consider a surface separation for which the zero-
field normal pressure is in a maximum, such as L} = 4.3
(p*=10.6) or L; =5.0 (p* = 0.8) [see Figs. 3(a) and
3(b)]. Under such conditions, H; not only softens the
oscillations in the density profiles compared to H* = 0, it
also decreases the number of layers by one [see Figs. 4(a)
and 4(b)]. Typical in-plane particle configurations at p* =
0.6 and 0.8 and H ﬁ > ( are shown in Fig. 4(c). As expected

from the behavior of two-dimensional dipolar fluids [25],
the field H), leads to formation of aligned, chainlike ag-
gregates of the particles with head-to-tail orientations of
the dipole moments. Moreover, as seen particularly at the
higher density (p* = 0.8), neighboring chains tend to be
shifted relative to one another, resembling locally a hex-
agonal structure. Indeed, field-induced local hexagonal
ordering has also been observed in recent experiments
[3]. In the z-direction, on the other hand, the chains rather
repel each other due to the lack of pronounced vertical
correlations [26]. This mutual disturbance might explain
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FIG. 4. (a) Density profiles at p* = 0.6 and L} = 4.3 (par-
allel field). (b) Same for p* = 0.8 and L} = 5.0. (c) Snapshots
of the contact layers at the two densities and Hﬁ = 74.
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FIG. 5. Density profiles at L} = 12 (perpendicular field).

the destruction of a layer and expansion of the remaining
ones [see Fig. 4(a) and 4(b)].

The strong impact of external fields on the layering is
not restricted to the nanoscopic confined systems discussed
so far. In Fig. 5, we consider density profiles of a meso-
scopic system, where L} is so large that the inner region in
zero field is bulklike (i.e., homogeneous density). Thus, we
are essentially looking at two decoupled dipolar fluids each
being influenced by one confining surface. Switching on a
perpendicular field, which is sufficiently strong to over-
come the surface-induced in-plane ordering (H; = 10), the
amplitude of oscillations in p*(z) and the resulting number
of layers close to each surface strongly increases. At the
same time, the layer separation decreases. These features
are fully consistent with the smectic-like ordering seen in
the neutron-reflectometry experiments of ferrofluids at a
SiO, surface [16].

To summarize, we have shown via computer simulations
that the surface-initiated layering of dipolar particles, par-
ticularly the number of layers and their internal structure,
can be controlled by external fields. Most spectacularly, the
field can create or destroy layers depending on its direction
relative to the surface(s), in agreement with recent experi-
ments of ferrofluids [16]. For nanoconfined (and suffi-
ciently dense) systems, these effects can be inferred from
solvation force experiments. The similarity of our results at
several thermodynamic states indicates that the field-
induced layering effects are a rather generic feature of
confined dipolar liquids.

An interesting question concerns the relation between
the field-induced layering effects reported here and the
field-induced formation of solid mesostructures (laby-
rinths, cylinders) [27,28] in dilute solutions of cobalt nano-
crystals evaporated at interfaces. We suspect that the
absence of such patterns in our study is mainly due to the
liquidlike densities considered. For even higher densities,
one could imagine field-induced crystallization [9] result-
ing in different 3D solidlike structures [12]. A more de-
tailed study of these topics is under way.

Finally, given that we observe the most interesting ef-
fects when H* is larger than the dipolar coupling parameter
A, we expect our findings to be transferable to colloidal

systems of induced dipoles such as polarizable or para-
magnetic particles. Our results therefore contribute to the
general understanding of dipolar colloids as building
blocks for novel micro- and nanostructures such as storage
media and optical devices [6,12].
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