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The understanding of the small-scale termination of the turbulent energy cascade in collisionless plas-
mas is nowadays one of the outstanding problems in space physics. In the absence of collisional viscosity,
the dynamics at small scales is presumably kinetic in nature; the identification of the physical mechanism
which replaces energy dissipation and establishes the link between macroscopic and microscopic scales
would open a new scenario in the study of turbulent heating in space plasmas. We present a numerical
analysis of kinetic effects along the turbulent energy cascade in solar-wind plasmas which provides an
effective unified interpretation of a wide set of spacecraft observations and shows that, simultaneously
with an increase in the ion perpendicular temperature, strong bursts of electrostatic activity in the form of
ion-acoustic turbulence are produced together with accelerated beams in the ion distribution function.
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The problem of understanding which physical processes
‘‘replace’’ dissipation at small scales in a collisionless
plasma, like solar wind, is of key relevance in space
physics. Several solar-wind observations have shown [1–
3] that the short-scale termination of the magnetohydrody-
namic (MHD) energy spectra is characterized by the oc-
currence of significant levels of electrostatic activity,
consisting mostly of short-wavelength longitudinal ion-
acoustic (IA) waves. The maximum intensity of these
fluctuations usually occurs in regions where the particle
velocity distributions display strong nonthermal features,
like temperature anisotropy and generation of accelerated
beams [3–5]. Very recently, Araneda et al. [6], using
kinetic theory and 1D particle in cell (PIC) hybrid simula-
tions, showed that trapping of ions in modes driven by
parametric instability of Alfvén-cyclotron waves generates
ion distributions that resemble those observed in solar
wind. These evidences suggest that kinetic effects presum-
ably drive the collisionless short-scale system dynamics.

The interpretation of the solar-wind phenomenology at
typical kinetic scales [4] would be of far-reaching impli-
cations and would represent a significant step forward in
the study of turbulent ‘‘heating’’ in space plasmas. In this
perspective, the fast technological development of super-
computers gives nowadays the possibility of using kinetic
Eulerian Vlasov codes that solve the Vlasov-Maxwell
equations in multidimensional phase space. The use of
these ‘‘zero-noise’’ codes is crucial since Eulerian algo-
rithms [7,8] allow for the first time the analysis of kinetic
effects in the small-scale tail of the turbulent cascade,
where the energy level of the fluctuations is typically
very low. In this spectral region, Lagrangian PIC algo-
rithms fail due to their intrinsic statistical noise.

In this Letter, we focus on physical situations where
MHD turbulence evolves to a state with power predomi-

nantly stored in longitudinal wavevector modes (slab tur-
bulence) [9–11]. The comparison of our numerical results
with solar-wind observations shows that: (i) Electrostatic
turbulence in longitudinal IA waves represents the main
physical cross-scale process of energy transport; (ii) In the
development of the turbulent spectra, a novel branch of
electrostatic kinetic waves is generated as the results of
particle trapping; (iii) This electrostatic activity is associ-
ated with temperature anisotropy and generation of accel-
erated beams in the ion distribution.

To describe the evolution of the plasma, we adopt a
hybrid model [8], where ion dynamics is described through
Vlasov equation. Electrons are treated as a fluid and a
generalized Ohm equation, that retains Hall effect and
electron inertia terms, is considered. The Faraday equation,
Ampere equation (the displacement current is neglected),
and an isothermal equation of state for the electron pres-
sure close the system. Quasineutrality is assumed. The
above equations are solved through a numerical hybrid-
Vlasov code [8] in 4D phase space, 1D in physical space
(with periodic boundary conditions), and 3D in velocity
space. In the following, times are scaled by the ion-
cyclotron frequency �ci, velocities by the Alfvén speed
VA � B0=

����������
4��
p

(B0 being the magnetic field and � the
mass density), lengths by the ion skin depth �i � VA=�ci

and masses by the ion mass mi.
We assumed that at t � 0 the plasma has uniform den-

sity and is embedded in a background magnetic field B0 �
B0ex, with superposed a set of circularly left-hand polar-
ized Alfvén waves (x is the direction of wave propagation).
The form of velocity and magnetic perturbations [�uy�x�,
�uz�x�, �By�x�, and �Bz�x�] were derived from the line-
arized two-fluid equations [8]. Only the first three modes in
the spectrum of velocity and magnetic perturbations are
excited at t � 0 with amplitude � � 0:5. No density dis-

PRL 101, 025006 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
11 JULY 2008

0031-9007=08=101(2)=025006(4) 025006-1 © 2008 The American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.101.025006


turbances are imposed at t � 0. As a consequence, the
initial Maxwellian ion distribution is f�x;v;t�0��A�x��
exp���v��u�2=��, where ��2v2

ti=V
2
A (vti�

�������������
Ti=mi

p

being the ion thermal speed and Ti the ion temperature);
A�x� is such that the velocity integral of f gives the
equilibrium density n0 � 1. The electron to ion tempera-
ture ratio is set Te=Ti � 10 and � � 0:5. Perpendicular
and parallel ion temperatures at t � 0 are T? � Tk �
�=2 � 0:25 and vti � 0:5. The mass ratio is me=mi �
1=1836. The length of the physical domain is Lx ’ 40:2
(the fundamental wave number is k1 � 2�=Lx ’ 0:156),
while the limits of the velocity domain in each direction are
fixed at vmax � 5vti. We use 2048 gridpoints in physical
space, and 513 in velocity space and a time step �t �
10�3. The simulation is carried up to t � 200.

In the early stage of the system evolution, ponderomo-
tive forces give rise to compressive effects, with density
fluctuations j�n=nj ’ 0:07, and generate a spatial modula-
tion in jBj2. Moreover, nonlinear three-wave coupling
produces a direct energy cascade towards higher wave
numbers. At wave numbers close to ki � ��1

i , proton
cyclotron resonance with left-handed cyclotron waves
[12] produces an increase in the perpendicular temperature
and a consequent temperature anisotropy in the ion distri-
bution function [13,14]. As shown in Fig. 1, where T? and
Tk are plotted versus x at three different times, the perpen-
dicular heating is not spatially homogeneous, due to the
modulation in jBj2, and is generally associated with a
decrease in parallel temperature. The effect of perpendicu-

lar heating and the corresponding parallel cooling in the
process of cyclotron absorption of ion-cyclotron waves has
been demonstrated long ago by Arunasalam [15] and
Busnardo-Neto et al. [16].

Figure 2 reports the numerical spectra of particle density
(jnkj2, red line), and magnetic (jBkj2, black line), kinetic
(jUkj

2, purple line) and electric (jEkj2, blue line) energies,
at different times in the simulation. From Fig. 2, one
realizes that the energy transfer to small scales, across �i,
is not driven by a continuous cascade, but for t > 30 a well
defined group of wave numbers (10< k< 100) are ex-
cited; at t � 200 the energy spectra look evidently peaked
around k ’ 30 and the magnetic energy is sensibly lower
than the electric one, meaning that electrostatic activity is
observed. Moreover, short-wavelength spikes of large am-
plitude appear in the parallel electric field Ex. The top plot
of Fig. 3 shows Ex as a function of x at t � 100; the middle
and the bottom plots show the density fluctuations �n and
the x-vx contours of f̂�x; vx� �

R
fdvydvz. Local density

depressions and phase space holes are generated in corre-
spondence of the regions of highly impulsive behavior of
Ex. These vortices, typical signature of particle trapping,
propagate in the positive x direction with velocity close to
vti � 0:5 (black dashed line in the figure).

The signature of electrostatic activity has been detected
ubiquitous in interplanetary plasmas. The first evidence of
significant levels of electric field turbulence in the solar
wind is due to Gurnett and Anderson [1], who in 1977
analyzed plasma wave measurements of the solar-orbiting
Helios 1 and 2 spacecrafts near 1 AU. Further analyses of
these observations [2,3] showed that the typical energy

FIG. 1 (color online). Perpendicular (black line) and parallel
(red line) temperature versus x at three different times.

FIG. 2 (color online). Energy spectra at four different times:
magnetic energy (black line), electric energy (blue line), kinetic
energy (purple line), and density (red line).
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spectra of the parallel electric field appear evidently
peaked around 2500 Hz (see Fig. 1 in Ref. [3]), this being
the same phenomenology recovered in our simulations. In
Ref. [2] this electrostatic turbulence has been identified as
short-wavelength IAwaves propagating essentially parallel
to the ambient field. These fluctuations present a highly
impulsive behavior and propagate with frequency below
the ion plasma frequency, Doppler-shifted upward by the
motion of the solar wind.

To identify the short-wavelength fluctuations observed
in the simulation, we considered the k-! spectrum of the
parallel electric energy. This Fourier analysis showed the
presence of two acousticlike branches of waves at different
phase velocities. The upper branch has a phase velocity
v� ’ 3:596vti; the numerical dispersion curve for these
waves is in extremely good agreement with the dispersion
relation of IAwaves from Vlasov theory [17], evaluated for
wavelengths larger than the Debye length �D, !IA �

k
���������������������������������������������
�Te=2Ti�1� 3Ti=Te�

p
; this evidence is consistent with

the identification by Gurnett et al. for the electrostatic
fluctuations in solar wind. The unexpected lower branch
consists of waves with v� ’ 0:925vti. The analysis of the
energy spectra for these two branches showed that the IA
branch is dominant for 5< k< 35, while, for k > 35, the
energy is predominantly stored in the lower branch with
v� ’ vti.

The nature of these novel electrostatic waves can be
investigated by looking for the roots of the electrostatic

hybrid-Vlasov dielectric function, in the limit of parallel
propagation [17,18]. For Maxwellian velocity distribu-
tions, heavily Landau damped roots of the dielectric func-
tion are expected at v� ’ vti, since the wave resonates with
the bulk of the distribution [19]. Nevertheless, using a
Bernstein-Greene-Kruskal velocity distribution [20], with
a plateau in vx that models particle trapping (see Fig. 3),
gives an undamped root at v� ’ vti. An analogous non-
linear root (electron acoustic waves) has been found with
phase velocity close to the electron thermal speed [21,22].
We conclude that the excitation of the lower branch of
electrostatic waves recovered in the simulations is driven
by kinetic trapping effects. The plateau in the parallel
velocity distribution (BGK-like distribution) is created by
resonant interaction of ions with parallel propagating ion
cyclotron Alfvén waves [23,24].

In 1979 Gurnett et al. [3] noted that the intensity of the
IA waves in solar wind is large in the low-speed regions,
where compressive effects are not negligible, this being the
same situation described in our simulations. Moreover, the
level of the fluctuations is significantly correlated to the
ratio Te=Ti (the maximum intensity occurs for Te=Ti ’
10). Repeating the simulation with several values of
Te=Ti, we noticed that the intensity of the IA peak in
Fig. 2 is strongly correlated to Te=Ti, in agreement with
the results discussed by Gurnett. As an example, we found
that the energy level of the fluctuations for Te=Ti � 1 is
10 orders of magnitude lower than for Te=Ti � 10. This is
not surprising since it is well known from Vlasov theory
[17] that for cold electrons IA waves are strongly Landau
damped.

From the data in Ref. [3], the typical wavelength of IA
waves at 1 AU, corresponding to the frequency fexp ’

2500 Hz, is � ’ 150 m and the local Debye length is �D ’
5 m. For �D=� ’ 0:03, the Vlasov dispersion relation for
IA waves has an acousticlike behavior [17]; therefore,
effects of charge separation are not recovered in the data
discussed in Ref. [3], this meaning that the solar-wind
phenomenology can be successfully reproduced within
the hybrid-Vlasov-Maxwell model, despite the quasineu-
trality assumption. Once the Doppler effect has been elim-
inated, the angular frequency of the peak of IA waves from
space observations at 1 AU is !exp

IA =�ci ’ 1570, where
�ci ’ 1 Hz is the typical ion-cyclotron frequency in the
solar wind. The angular frequency for the IA peak from the
simulation is !num

IA ’ 52:5. This value represents the maxi-
mum IA frequency allowed by the spatial numerical reso-
lution of our code; indeed, a new simulation performed
with Nx � 4096 gave rise to a shift of the peak in Fig. 2
towards higher wave numbers.

As discussed in Ref. [3], the generation of double-stream
ion distributions [3,5,24,25] has been observed in corre-
spondence with the maximum intensity of electrostatic
activity in solar wind. The secondary beam moves along
the ambient field with velocity close to the local Alfvén

FIG. 3 (color online). (Top plot): parallel electric field (nor-
malized to E0 � miVA�ci=e, e being the electric charge) versus
x at t � 100. (Middle plot): density fluctuations versus x at t �
100. (Bottom plot): x-vx level lines of the reduced distribution f̂
at t � 100.
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speed. We then analyzed the evolution of the numerical ion
distribution in velocity space. As shown in Fig. 3, x-vx
phase space trapping is associated with the short-
wavelength activity. The top plot of Fig. 4 displays the
vx-vy contour lines of the numerical ion distribution at t �
200 integrated over vz and for a given point xM in the
physical domain, xM being the point where the x-vx trap-
ping region has maximum velocity width. The bottom plot
in the same figure shows a surface plot of the same distri-
bution. A well-resolved proton beam is visible in these two
plots, moving along B0 with velocity vb ’ 1:15VA. The
phase velocity of the novel kinetic waves recovered in the
simulation is located in correspondence of the plateau in
between the primary and secondary peaks in Fig. 4, while
the phase velocity of IA waves is in the tail of the distri-
bution (outside the depicted velocity domain).

The numerical analysis discussed in the present Letter
complements the recent work by Araneda et al. [6] dis-
cussed above, but especially provides a novel explana-
tion of the bursts of ion-acoustic activity occurring in the
solar wind. We conclude that the electrostatic turbulence
in space plasmas consists of longitudinal waves with
acousticlike dispersion relation and it is associated with
the generation of ion-beam distributions. Beside the
IA branch, which is in agreement with solar-wind data,

the numerical k-! spectrum indicates the presence of
a new branch of kinetic waves propagating at v� ’ vti.
Unfortunately, the available measurements in space plas-
mas do not allow a k-! analysis at typical kinetic scales. In
this view, it is desirable that future space missions could
provide this crucial information, in order to test the effec-
tiveness of the numerical model predictions.
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FIG. 4 (color online). Level lines (at the top) and surface plot
(at the bottom) of f in the velocity plane vx-vy at t � 200.
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