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Equation-of-State Measurement of Dense Plasmas Heated With Fast Protons
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Using an ultrafast pulse of mega-electron-volt energy protons accelerated from a laser-irradiated foil,
we have heated solid density aluminum plasmas to temperatures in excess of 15 eV. By measuring the
temperature and the expansion rate of the heated Al plasma simultaneously and with picosecond time
resolution we have found the predictions of the SESAME Livermore equation-of-state (LEOS) tables to be
accurate to within 18%, in this dense plasma regime, where there have been few previous experimental

measurements.
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The study of the properties of matter at the convergence
of condensed matter and plasma physics, often termed
warm dense matter (WDM), is an active and growing field
of research. Understanding and characterizing this exotic
regime is important to modeling many phenomena found in
astrophysics [1], inertial confinement fusion [2], and geo-
physics [3]. These states of matter, associated with tem-
peratures of ~1-100 eV and ~0.1-10 times solid density,
are ionized, like traditional plasmas, but differ from the
traditional descriptions of condensed matter and plasma
physics because the thermal energy is near or above the
Fermi energy and the ion-ion strong coupling parameter [4]
is near or above unity. Developing physical models of these
strongly coupled plasmas, in which quantum effects are
often important, is difficult: standard plasma kinetic theory,
usually based on uncorrelated two-body interactions,
breaks down and degeneracy effects may become impor-
tant. This difficulty is evident in the constructions of some
early SESAME equation-of-state (EOS) tables [5,6], which
were formulated in the warm-dense region from a patch-
work of interpolations between established theories. To
avoid the thermodynamic inconsistencies arising from in-
terpolations, a global EOS with adjustable parameters,
such as the widely used Thomas-Fermi-based quotidian
equation of state (QEOS) [7], is often preferred. Such
models ignore some of the physics of WDM, and can be
inaccurate where empirical data are lacking. Recently,
creative new theoretical approaches have been developed
to model WDM properties (e.g., [8,9]). However, their
validation still requires experimental measurements on
well-characterized dense plasma states.

WDM conditions can be accessed in a number of ways,
such as static compression accompanied by laser heating
[10], strong shocks [3,11], and heating with ultrafast laser
or other radiation pulses [12—14]. Because the plasma is
only inertially confined in the latter approach, effective
heating must be completed before the sample has a chance
to expand appreciably, a time scale roughly given by d/c;

0031-9007/08/101(1)/015002(4)

015002-1

PACS numbers: 52.25.Kn, 52.27.Gr, 52.38.Ph, 52.50.Gj

if d is the heated sample thickness and c; is the heated
sample sound speed. For micron thickness samples, this
requires heating on a picosecond time scale for the mega-
bar pressures of WDM. Intense femtosecond lasers are a
natural choice for ultrafast heating [13,15], but the stan-
dard laser wavelengths in and near the visible are limited to
a short penetration depth of <100 nm. Uniform, isochoric
heating utilizing lasers in the visible wavelength region
requires ultrathin (20—30 nm), freestanding targets and
existing oxide layers and surface contamination start to
have a significant impact on the hydrodynamic behavior
[13]. Furthermore, the sample must be optically thick if
brightness temperature is to be used as a temperature
measurement [16].

Recent developments in laser and pulsed power technol-
ogy make access to WDM states possible by enabling the
generation of ultrafast pulses of secondary radiation, such
as x rays, electrons or fast protons, which are more pene-
trating at solid density than optical photons. One promising
source for volumetric heating is an intense laser driven
proton beam. High energy proton pulses are produced
when a laser pulse at intensity >10'® W/cm? is incident
upon a thin foil. Hot electrons generated on the front foil
surface traverse the foil and exit the back, building up a
virtual cathode. This accelerates hydrogen ions from con-
taminant layers on the surface to multi-mega-electron-volt
energies [17]. This approach has higher conversion effi-
ciency into heating of a sample than laser-generated hot
electrons or x rays [18]. Previously it was shown by Patel
et al. [12] and Antici et al. [19] that these laser-generated
protons could heat solid density matter isochorically to
temperatures up to 20 eV.

In this Letter we report on experiments in which we
investigated the EOS of Al by applying isochoric proton
heating on a well-characterized Al sample, and simulta-
neously measured time histories of the target expansion
and temperature. We heated the target with an ultrafast
pulse of protons to temperatures of 20 eV while maintain-
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ing densities near that of the cold material. Pressure infor-
mation was obtained from chirped-pulse interferometry
(CPI) [20], which measured the 1D target expansion into
vacuum [16]. Temperature was determined from the
high-frequency visible region of the thermal emission
spectrum with a streaked optical pyrometer (SOP)
[12,19,21], which incorporated an absolutely calibrated
ultrafast streak camera. In conjunction with hydrodynamic
simulations the simultaneous measurement of temperature
and expansion rate allows us to evaluate two equation-of-
state tables for near solid density Al: the Livermore
equation-of-state (LEOS) tables, generated using QEOS,
and the SESAME 3718 table [22], at temperatures up to
20 eV.

We performed our experiment at the Titan laser in the
Jupiter Laser Facility at Lawrence Livermore National
Laboratory [23]. Laser pulses of 1 um wavelength with
100 J of energy in a 500 fs pulse were focused to a
<10 pm focal spot on a flat source foil of 17 um Al to
generate mega-clectron-volt protons (Fig. 1). The laser-
generated proton beam traversed a 400 wm vacuum gap to
heat a sample foil of 2 wm Al supported on 500 nm Au and
25 nm SiN;. The protons were diagnosed with a proton
spectrometer placed normal to the source foil surface. To
produce the chirped pulse of 130 ps for the CPI diagnostic,
a 5 mJ probe beam was extracted from an early stage of the
laser chain and only partially recompressed. The CPI probe
was incident with S polarization on the sample back sur-
face at 15° from normal, timed to cover the period of
proton heating. The reflected probe was imaged into a
Mach-Zehnder interferometer and relay imaged onto the

Source,
17um Al

FIG. 1. A two foil, vacuum spaced target for proton heating. A
100 J, 500 fs pump laser is focused to a 10 wm spot from the left
onto the 17 um source foil. Protons generated from the source
back surface traverse the 400 um vacuum gap, heating the
2 pum Al sample layer. The support frame was etched from a
Si wafer. The mirror finish of the Al sample allows clean
reflection from the back surface. The probe reflected at 15°
from normal, while the SOP imaged the sample surface at 15°
above the plane, allowing the proton spectrum to be measured
from the normal direction.

slit of a high-resolution spectrometer [20]. For the SOP
diagnostic we imaged the heated region of the sample with
f/3.1 optics through a 10 nm bandwidth interference filter
centered at a wavelength of 470 nm (chosen to be away
from harmonics of the pump) and onto the slit of a
Hamamatsu C7700 streak camera (3 ps temporal resolu-
tion). The magnification, time scale, optics throughput, and
streak camera response were calibrated to allow direct
measurement of the brightness temperature.

An example of SOP raw data is shown in Fig. 2(a)
showing thermal emission from the heated target as a
function of time. The brightest part of the image corre-
sponds to proton heating, but we see an initial pulse of light
in advance of the main heating. If this initial pulse is taken
to start at # = 0, the onset of the heating is consistent with
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FIG. 2. Raw images from our two time-resolved diagnostics.
(a) An SOP image, showing both OTR and thermal emission.
The OTR is offset 200 um spatially from the proton heating
center, consistent with a target-normal trajectory for the protons
and electrons traveling in the laser direction. (b) A raw CPI
image, showing a disturbance that starts in the middle of the time
window viewed. This image is Fourier analyzed along horizontal
lineouts to extract phase and reflectivity.
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the proton transit time across the 400 wm vacuum gap,
calculated from the measured proton energy distribution as
discussed below. The initial pulse is then identified with
optical transition radiation (OTR) [24], first from electrons
traveling at approximately the speed of light in the laser
direction, and then by the fastest protons, both of which
pass through the sample without depositing appreciable
energy. The spatial and temporal shape and the brightness
of the initial pulse are consistent with this interpretation.
The actual heating is seen to take place between 10 and
50 ps after the OTR, with a peak brightness temperature of
>15 eV (see Fig. 3), followed by a slow cooling. The rate
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FIG. 3. Comparison of SOP and CPI data from the same shot
using HYADES simulations with SESAME EOS 3718 (solid curves)
and LEOS (dashed curves) models. (a) A lineout of the SOP
measured brightness temperature, with OTR removed, and the
simulated signal achieved using a rough fit to the proton spec-
trum as an energy input to HYADES, scaled to best fit the SOP
data for the two EOS models. The simulation curves overlap here
and continue to match the SOP data beyond 100 ps. (b) Points
show lineout of expansion velocity measured by the CPI on the
same shot; lines show calculated expansion from the simulations.

of heating matches well with what is predicted from an
independent measurement of the proton spectrum.

Raw data from the CPI measurement of the target ex-
pansion are illustrated in Fig. 2(b). Here the onset of
heating, marked by a deviation in fringe position, occurs
during the probe pulse interaction: straight fringes are
continuously bent as the target expands. We applied a
Fourier reconstruction procedure along lineouts of these
data to account for the effects of Doppler shifting within
the probe beam [20]. The time scale of the CPI is deter-
mined by the chirp of the probe beam, which was found
from the compressor grating configuration relative to that
of full compression. This time scale was verified using test
shots at various known delays.

Our measurement indicated that the expansion rate of
the critical density surface approached 5 X 10* m/s at a
temperature of 20 eV. This temperature corresponds to an
ion-ion coupling parameter [4] of I = 100 at the center of
the foil thickness, and I" = 10 at the critical density sur-
face. To compare our data with the EOS tables, we simu-
lated the expanding foil with the 1D Lagrangian radiative
hydrodynamics code HYADES [25]. The code assumed local
thermal equilibrium, but allowed for different ion and
electron temperatures. Data from the CPI and SOP were
compared using lineouts through the spatial regions of
highest temperatures and fastest expansion, which were
of large enough spatial extent (~300 um) relative to that
of the maximum measured expansion (1 um) to justify
using a 1D geometry. For each EOS, we simulated a 2 um
planar slab of aluminum on 500 nm of gold. In order to
compare the simulation with the brightness temperature
measurements of the SOP, at each time step of the simu-
lation we found the temperature at the critical density layer
of the SOP wavelength and viewing angle, and multiplied
the Planck function at that temperature by the emissivity,
calculated from the wave equation in the expanding plasma
[26]. We simulated proton heating with a time-dependent
energy source into the target electrons, which was con-
structed from an approximate fit to the measured proton
spectrum using the sum of three Maxwellians (kT =
20 MeV, 2 MeV, and 200 keV) and scaled to minimize
the error-weighted x? error between the simulated and
measured brightness temperatures during heating. With
the brightness temperature matched in this way, we then
calculated the expansion of the critical density layer at the
CPI wavelength and incidence angle, taking into account
the (small) phase correction effect of the leading under-
dense plasma. The result of this analysis is shown in Fig. 3.

Figure 3(a) illustrates the brightness temperature in the
hottest, central region as a function of time, with simula-
tions using various EOS models and the criteria described
above. Figure 3(b) illustrates the associated expansion
rates compared to the measurement of the CPI. We see
that, when the input energy is scaled such that the simu-
lated brightness temperature best fits the SOP data, as in
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Fig. 3, the simulation using SESAME 3718 matches the
expansion velocity more closely than the simulation using
LEOS, which falls outside of the error bars at later times.
We therefore conclude that our data strongly suggest that
SESAME 3718 is the more accurate EOS for near sold
density Al in this temperature regime. This is not surpris-
ing, as SESAME 3718 uses a more sophisticated model than
LEOS. However, it should be noted that we were also able
to run simulations with LEOS for which the simulated
brightness temperature curve remains within the SOP error
bars (on the colder side) and at the same time the simulated
velocity curve stays within the error of the CPI measure-
ment. Thus, because of the size of the error bars in the SOP
measurement, we cannot categorically reject the accuracy
of the LEOS tables.

The balance of free electrons (Z. ) is important in
determining critical density surfaces of reflection and
self-emission, as well as the surface emissivity and the
(small) phase shift from the leading low-density plasma.
The LEOS tables included data specifying Z.y across our
range of temperatures and densities, ensuring consistency
with the EOS. The SESAME 3718 tables provided with
HYADES did not have accompanying Z. tables, and so an
internal Thomas-Fermi-based model was used instead.
Although the values obtained in this way are expected to
be very close, the Z.; values could not be assumed to be
perfectly consistent with SESAME 3718. We have conducted
other simulations using this approach with the LEOS EOS
and have found that using the internal Thomas-Fermi
ionization model in HYADES does not significantly affect
the simulated expansion velocity.

The NIST proton stopping power tables are not expected
to be valid for ionized matter and true stopping powers are
expected to depend on ionization level and density [27].
Together with a more thorough proton measurement, more
accurate stopping rates would improve this experiment by
further constraining the simulation. However, WDM pro-
ton stopping power data is lacking, and so we allowed
deviations from our proton spectrum, particularly at later
times (>40 ps), in order to fit the SOP more closely.
Another concern is the nonuniformity of heating in the
target-normal direction caused by stronger absorption in
the Au layer and heating by comoving electrons [28].
These effects were taken into account and found to have
negligible effect on our measurements on the time scale
observed, during which the back side of the Al foil remains
uniformly heated. Radiative heat transfer was handled
simply with a gray model [25] and opacities from
SESAME tables. We found from simulations that the effects
of radiation transfer were negligible on the time scales
shown in Fig. 3.

In conclusion, we have measured the expansion and
brightness temperature of a foil heated by an ultrafast,
laser-generated proton source, using two independent and

simultaneous time-resolved diagnostics. We ran hydrody-
namic simulations of the foil using energy input derived
from the measured proton spectrum and scaled to repro-
duce the measured temperature history, and compared the
resulting simulated expansion to the measured expansion.
The LEOS tables are shown to be accurate in this tempera-
ture range, within the measurement error of the diagnos-
tics. Greater detail about our diagnostics and analysis will
be presented in a future publication. Future experiments
will focus on making the heating more instantaneous, both
by thickening the sample foil and by decreasing the vac-
uum gap between source and sample, and on reducing the
overall measurement error of the diagnostics.
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