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Possible superconductivity of electrons with the Dirac spectrum is analyzed using the BCS model. We
calculate the critical temperature, the superconducting energy gap, and the supercurrent as functions of the
doping level and of the pairing interaction strength. Zero doping is characterized by the existence of a
quantum critical point such that the critical temperature vanishes below some finite value of the interaction
strength. However, the critical temperature remains finite for any nonzero electron or hole doping level
when the Fermi energy is shifted away from the Dirac point. As distinct from usual superconductors, the
supercurrent density is not proportional to the number of electrons but is strongly decreased due to the

presence of the Dirac point.
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Graphite has attracted the attention of experimentalists
and theorists for a long time. The interest is explained by
the unusual properties of this quasi-two-dimensional ma-
terial, which are mostly related to the existence of a Dirac
or conic point in the electronic spectrum (see Fig. 1).
Though the theory predicted the existence of such a point
in graphite many decades ago [1], only recently has ex-
perimental evidence of its existence been obtained: first in
graphite [2], which is believed to be a stack of weakly
coupled atomic layers, and soon after it in graphene [3,4].
The latter discovery has triggered an avalanche of ex-
perimental and theoretical works. Moreover, graphene
can display unusual properties as a part of normal-
superconducting hybrid structures: For example, the
Andreev reflection has been predicted to have new features
not characteristic for typical contacts [5].

Thorough investigation of graphite has revealed also
evidence of intrinsic superconductivity in doped samples
(see Refs. [6,7], and references therein). Various mecha-
nisms of superconductivity in graphene have been consid-
ered theoretically. Phonon- and plasmon-mediated
mechanisms were discussed in Ref. [8], whereas resonat-
ing valence bond and density wave lattice models were
proposed in Refs. [9-11]. The Cooper pairing in undoped
graphene may experience problems because the Fermi
surface shrinks near the Dirac point and reduces to zero
the number of states at the Fermi energy. Indeed, it was
shown within the BCS model [10,12] that the supercon-
ducting transition in undoped graphene possesses a quan-
tum critical point at a finite interaction strength below
which the critical temperature vanishes. However, one
would expect that the electrons in graphene may become
unstable towards formation of Cooper pairs for any finite
pairing interaction if doping shifts the Fermi level away
from the Dirac point, because the behavior of electrons in
the latter case bears more resemblance to that in usual
metals. This idea has been discussed in Refs. [8,10,13]
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and verified within the resonating valence bond model in
Ref. [9].

The aforementioned investigations of superconductivity
in graphene or graphite (except for Ref. [12], where only
the undoped case was considered) were done by taking into
account the specific details of each particular pairing
mechanism. However, it would be worthwhile to perform
the analysis in a more general form independent of a
particular nature of the pairing mechanism. In the present
Letter, we apply the standard s-wave BCS model for the
Dirac spectrum of electrons with a minimum number of
parameters characterizing the pairing interaction, i.e., its
intensity and the range of interaction in the momentum
space, which may vary depending on the mechanism. Such
an approach ignores some details and thus is less accurate.
However, we hope that the loss of accuracy is compensated
by a more general and transparent picture of the most
essential features of the Cooper pairing in systems with
the Dirac spectrum.

In what follows, we calculate the critical temperature,
the superconducting energy gap, and the supercurrent as
functions of the doping level and the pairing interaction
strength. Without doping, the critical temperature vanishes

FIG. 1 (color online). Conical energy spectrum. (a) Undoped,
(b) electron-doped, and (c) hole-doped spectrum.
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below some finite value of the interaction strength. How-
ever, the critical temperature is nonzero for any nonzero
electron or hole doping level when the Fermi energy is
shifted from the Dirac point of the normal-state electronic
spectrum. This confirms some earlier results of Refs. [8—
13]. At the same time we demonstrate that, in contrast to
the previous analysis [10], the supercurrent and thus the
Meissner effect do not vanish at T = 0 for zero doping. We
also show that, as distinct from the usual superconductors,
the supercurrent density is not proportional to the total
number of electrons but is drastically decreased due to
the presence of the Dirac point. Finally, we estimate char-
acteristic length scales (penetration depth and coherence
length), relevant for determination of the critical magnetic
fields.

Consideration of a two-dimensional model requires a
few comments concerning the applicability of the mean-
field approach. It is well known that the superfluid tran-
sition in a two-dimensional system occurs in the form of
the Berezinskii-Kosterlitz-Thouless transition at a tem-
perature lower than the mean-field transition temperature.
Thus our calculations provide the upper bound for the
transition temperature [9]. Moreover, the applicability of
the mean-field approach improves for graphite, where a
nonzero interplanar coupling is always present.

Spectrum.—Normal excitations in graphene can be de-
scribed by two-component wave functions corresponding
to two sites in the Brillouin zone [14]. For zero magnetic
fields, this approach leads to the effective normal-state
energy spectrum

€p = ivm/p% + pg + Egy.

The two signs refer to the conduction or the valence band,
respectively; Er is the Fermi energy without doping when
the Dirac point lies at the Fermi level. We will use this
spectrum as a basis for our model assuming that the two
sites in the Brillouin zone are equivalent. Doping shifts the
Fermi energy by some amount w, Ep = Epy + u (see
Fig. 1). The energy measured from the Fermi level is

gpzep_EF:tva_M‘

The group velocity is dé,/dp = *vyn, where n = p/p.
For electron doping p > 0, we have

_ _(é:p + M)/UFJ ‘fp <—u (1

{(fp + Iu')/vF’ —u< fp-
Similar relations hold for hole doping u = —|u|, as well.
BCS gap equation.—We use the standard BCS theory
and assume an s-wave pairing interaction V, = —IVpl,
where |V,| ~ |V]a? is the Fourier transform of the pairing

potential, V is the energy amplitude, and a is the range of
interaction. We do not consider here the nature of pairing
interaction but refer the reader to Refs. [8-11,13,15],
where various possible mechanisms are discussed. The
coupling constant A is introduced through the equation

v,

2mh?v3
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Here ¢,, determines the range of the attractive interaction.
We assume that &,, << hvp/a, where a is the interatomic
distance, and consider the low doping limit |u| < &,,.

The Bogoliubov—de Gennes equations in our model are
Epu + Av = Eu, —épv t A*u = Ev, 2)

where p = —ihV. The BCS gap equation in a spatially
uniform case is

[ \% (2 h)z [—2n(Ep>], 3)

+ A2 the

phase volume is d>p = pdpdd, where ¢ is the azimuthal
angle of n, and n(E,,) is the equilibrium Fermi distribution
of quasiparticles with energies E,. For zero temperature,
the BCS gap equation yields

b b af - ot

+ 4/ u? + A2
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. . . _ 2
where the energy of excitations is E, = /&g

for both electron and hole doping. For u = 0,
Ay = &,(A° = 1)/2A. &)

Nonzero A is possible only for the strong-coupling limit
A >1 [10,12]. However, Eq. (4) shows that, for a finite
doping, a finite A, exists even in the weak-coupling limit
A < 1. In the case of a low doping level when A is small,
Eq. (4) gives the gap in a BCS form

1—A
o= ulep(~ 2 -1) @

with the prefactor determined by the doping level |u|
rather than by the range of interaction.

Temperature dependence.—For a finite temperature,
Eq. (3) yields the gap equation [10]

Em _ 2Tln[cosh(w/§fn + A2/2T)}
A cosh(/u? + A?/27)
(22 T A2
+ |l fl#l tanh 52;: A a¢ )]
0 JEE+ AT

For T'— 0 we return to Eq. (4). Equation (7) leads to the
equation for the critical temperature

D(£,/2T 5 A) = F(lul/2T,), ®)

where
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®(y; A) = A~y — In(coshy),

F(x) = xfx(x’)_1 tanhx’dx’ — In(coshx),
0

and F(x) > 0. The critical temperature found from Eq. (8)
is plotted in Fig. 2.

For w =0, the
d(&,/2T.;A) =0, ie.,

&n/A = 2T, In[cosh(&,,/2T,)] ()]

This equation has a solution only for an interaction strength
above the quantum critical point A > 1 (see Fig. 2). If A —
1, we have T, = £,,(A — 1)/21n2, which vanishes at A =
1. By comparing this with Eq. (5), we find that Ay =
T.2In2. In the other limit A > 1, we find that T, =
&E.A/4 and Ay = 2T.. These results agree with Ref. [12],
where only the undoped case was considered.

However, for any low but finite doping level, the critical
temperature is finite. Consider weak-coupling limit A < 1,
where we expect T, << w. Indeed, the left-hand side of
Eq. (8) is ®(y;A) = y(A~! — 1) + In2 already for T, <
&,,- On the other hand, for x >> 1 the right-hand side of
Eq. (8) is

critical temperature satisfies

F(|lul/2T,) =

IMIl [ZIMJV
n

+
o7 M et } In2, (10)

where y = ¢ = 1.78 and C = 0.5772 is the Euler con-
stant. This yields

TC=2|M|76XP|:_§m(1 _/\)_ 1:|, (11)
T MA

resulting in the BCS relation Ay = (7/y)T, = 1.76T..
Consider the vicinity of the quantum critical point u =
0 and A = 1. On the weak-coupling side A < 1, the critical
temperature is given by Eq. (11), which is exact provided
that T, < |ul, i.e., for 1 — A > |u|/&,,. For |ul/&,, ~ 1
and A — 1, Eq. (I11) works also reasonably well. For
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FIG. 2 (color online). Normalized critical temperature ¢ =
2T./&,, as a function of the interaction constant A for various
doping levels |u|/&,,. The quantum critical pointis at A = 1 and
lul = 0.

example, Eq. (11) gives T, = 0.42|u| for A = 1. This
can be compared to the exact value for A = 1, which is
found from the condition F(|u|/2T,) = In2 resulting in
T. = 0.40|u]. In the limit 4 < T, < £&,,, which is more
appropriate on the strong-coupling side of the quantum
critical point,

&A= +VEMN -1+ p221n2
41n2 :

This holds for |u|/&,, < A —1 <1 but also matches
with the exact T, by the order of magnitude when A — 1.

Therefore we come to the conclusion that a finite 7, does
always exist for a finite w. If A = 1, the critical tempera-
ture is close to that determined by Eq. (9) as long as u <
&, If A = 1, we essentially have Eq. (11).

Supercurrent.—Let us assume a homogeneous flow of
the condensate: A = |Ale’®:T, where k, = Vy is a con-
stant gradient of the order-parameter phase. Consider the
state described by the particlelike and holelike
Bogoliubov—de Gennes wave functions

T,

u(r) = upe®+/n, u(r) = vpe®-Th (12)

where p- = p * 7K, /2,

— (0)
E,=Ep + Ey,

EY) =& + A1
Here {,?p = (&p, + &y )/2,and Ep = (£, — £, )/2is the
Doppler energy. The coherence factors

1 - 1 -
ny =51+ E/E vy = i o/ B

are found from Eq. (2). The standard expression for the
current is

. &y, d
Jj= ZeZ[a—p |up|2n(Ep) —
p p

&
o g1 = n(Ey)] |

In the linear response regime, Ep = (d€,/dp)hk,/2 and
gp = &p- By expanding the current in small £, < A, T
and making a shift of the momenta in the sum over the
states, we find for the two-dimensional current density that

2
i=ef “p ﬁ{z[nwp) — n(ED)]

47°h op
)il o

This yields the current j = (eA/47h)k,, where we have
for zero temperature

po AP
Y HIAP Ju? + AP
In contrast to the usual superconductors, the supercurrent
density is not proportional to the total electron density,

being drastically affected by the presence of the Dirac
point. In particular, for weak-coupling limit |A] < u,

A =2|A| +

(14)
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the current j = euk,/4mh is proportional to || o /n,
where 7 is the density of free carriers provided by doping.
Near the quantum critical point when T < &,,, the current
is determined by the superconducting gap itself. Indeed,
for zero doping, Eq. (14) yields

A = |A|tanh(]A|/2T). (15)

For low temperatures T < |A|, we have j = e|A|k /47h.

Note that the supercurrent is finite at 7 = 0 as distinct
from the result of Ref. [10], where a vanishing supercurrent
was found for 7 — 0, u = 0. We believe that the disagree-
ment comes from the fact that a formally diverging ex-
pression for the supercurrent was used in the cited work
[see Eq. (67) of Ref. [10]]. On the contrary, integration
over d¢,, in Eq. (14) converges.

By modifying the self-consistency equation (3) to ac-
count for the current-carrying states, one can derive both
the expression for the kinetic energy and the Ginzburg-
Landau equation. Here the expansion should be done up to
second order in kg, keeping in mind that ép =&+ 06,
where 8¢, = (h*k;k;/8)(9°£,/dp;0p;) should be in-
cluded as well. Indeed, in our case p ~ (&, + u)/vp,
which gives 8&,/&, ~ E3,/ &3 for zero doping. By calcu-
lating the kinetic energy, we recover Eq. (14), which
provides an independent verification of the expression for
supercurrent. The Ginzburg-Landau equation

al — BIAPA — yk2A =0

has a standard form; the coefficients are

a=2T,—T)In2, B = 1/4T,, y = v%/16T.
(16)
in the case 4 = 0 and A — 1 K 1, while
M= 87212 27T

for the weak-coupling limit. The expression for y in
Eq. (16) leads to the same supercurrent as obtained from
Eq. (13).

Characteristic lengths scales.—The coherence length in
this model has the usual form &, ~ hvy/A. For a layer of
thickness d, the London penetration length at T = 0 is

A2 =2e2A/H2cd.

It diverges near the quantum critical point A — 1, u — 0.
For the undoped case, A, = ($y/m)\/d/2|A], where ®, =
7hc/e is the magnetic-flux quantum. Close to the critical
temperature, A; = (®y/7|Al)/T.d. Similarly to conven-
tional superconductors, the Ginzburg-Landau parameter
Kk = A /&, which characterizes the type of superconduc-

tivity, has only a weak dependence on temperature: x ~
(¢/vp)JT.d/e*. For typical values vy = 108 cm/s, d =
1077 cm, and T, ~ 1 K, the Ginzburg-Landau parameter
is on the border between the two types: k ~ 1. Therefore,

close to the quantum critical point where 7. — 0, the
superconductivity definitely becomes of type I.

To summarize, we have calculated the critical tempera-
ture, the superconducting gap, and the supercurrent as
functions of the doping level and of the interaction strength
for an s-wave pairing within the BCS model. The super-
conducting transition in undoped graphene has a quantum
critical point with respect to the interaction strength, which
disappears for any finite doping level such that a finite
critical temperature exists for any weak pairing interaction.
The magnitude of the supercurrent is drastically affected
by the presence of the Dirac point, which leads to non-
trivial behavior of the characteristic length scales (pene-
tration depth and coherence length) that determine the
critical magnetic fields.
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