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It is shown analytically that the output of the standard model for complex, nonlocal hysteresis, the
Preisach model, exhibits long-time tails under quite general conditions. For uncorrelated input signals the
exponent of the algebraic output correlation decay is determined solely by the tails of the input and the
Preisach density. Correspondingly we identify universality classes leading to identical algebraic tails.
These results predict the occurrence of 1/f noise for a large class of hysteretic systems.
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Hysteresis is a well-known and very general phenome-
non observed in many branches of science [1]. It refers to
nonequilibrium scenarios, where even for arbitrarily slow
external parameter or field variations a huge number of
internal system states are accessible for a given value of the
external field. The actual state of the system depends on
previous parameter variations, which may have occurred
arbitrarily far in the past, and therefore in a nontrivial way
on the history of the system. Accordingly, the input-output
relations of these systems, in addition to a major hysteresis
loop, show a complicated subloop structure as the input is
varied. Classical examples for such complex hysteretic
behavior with nonlocal memory are magnetic materials,
where magnetization and external magnetic field are hys-
teretically related [2], still a subject of current research due
to the recent developments in the nanosciences (see, e.g.,
[3]). The ubiquitous presence of complex hysteresis was
recognized quite early [4] and recent examples range from
shape memory alloys [5], piezoelectric materials [6],
superconducting systems [7], and porous materials such
as soils [8] or foils [9] to consolidated materials [10], and
even economic systems [11]. The hysteretic behavior of
such systems is often difficult to access from first prin-
ciples. A phenomenological model, which is successfully
applied to the mentioned systems, also in all the works
cited above, is the so-called Preisach model [12]. The
universal properties of this standard model, its limitations,
and various extensions were elaborated in detail in [13]. In
the mathematical literature the associated Preisach opera-
tor was also investigated extensively [14]. Despite this
there do not exist many rigorous results on general char-
acteristic properties of the output time series generated by
this model. Especially in view of its internal nonlocal
memory, one wonders whether this model is able to exhibit
long-time correlations in the output. Often in the context of
the mentioned systems spatially extended models, such as
the nonequilibrium zero-temperature random field Ising
model [15] or models for self-organized criticality (see,
e.g., [16]), are invoked to explain long-time tails and 1/f
noise via avalanches in space. Below it is shown analyti-
cally that already the simpler Preisach model, an indepen-
dent domain model with no spatial degrees of freedom, is

0031-9007/08/100(24)/240602(4)

240602-1

PACS numbers: 05.40.—a, 05.90.4+m, 75.60.—d, 81.90.+c

able to explain the occurrence of algebraically decaying
correlation functions and 1/f power spectra.

The Preisach model transforms input time series x(z)
into output y(¢#) by the action of the Preisach operator
y(1) = [[dadBu(a, B)s.plx(1)]. Here s,g[x(¢)] is the out-
put of an elementary rectangular hysteresis loop, which can
take the values s,z = *1. Itis characterized by a threshold
value a, where for rising input x(¢) the unit switches from
—1to +1, and a smaller threshold value B, which deter-
mines the external field value, where such a unit switches
back from +1 to —1 for decreasing input. Thus the output
of the Preisach model consists of the weighted superposi-
tion of the output of infinitely many different delayed
relays. The weighting function w(a, B), the so-called
Preisach density, non-negative for &« > 8 and zero else-
where, is characteristic for a given system and can be easily
obtained from experimental data [13]. The internal state of
the Preisach model at time ¢ is given by a piecewise
constant function in the a-f plane, the Preisach plane,
which separates units in state s,z = +1 from those with
Sqp = —1. This internal state changes dynamically in
dependence on the input and it is the place where informa-
tion about previous input extrema is stored or deleted [13].
In the following we consider input sequences in discrete
time ¢t =0, 1,2,... with elements {x(¢)}. For such time
series the action of the Preisach operator is uniquely de-
fined at all integer steps if it is understood that between the
discrete time instants the input is supplemented by a con-
tinuous time component varying monotonically from x(r)
to x(r + 1). The exact results presented below are all ob-
tained for {x(z)} being a stochastic process consisting of
independent, identically distributed (IID) random variables
with density p(x). The dynamics of the mean output under
such assumptions was already investigated analytically in
the context of viscosity modeling [17]. For output correla-
tion functions no exact results have been found previously,
although first steps were established for input from the
more complicated Ornstein-Uhlenbeck process [18].

We consider the stationary two-point output correlation
function C(1) = {(y(0)y(1)) — {y(0))*>. Here we can only
sketch the derivation of our results; details can be found
in [19]. First note that we can express C(7) in terms of the
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cross correlation function of the output of two elementary
relays with thresholds («, 8) and (a/, B'), respectively, by
use of (y(0)y(t))= [[dadBu(e, B) [[da'dB u(d, B') X
(54p[x(0)]s g[x(1)]). The state of the two relays at some
discrete time r is described by the state vector S(z) =
(saﬁ(t)’ Sa’ﬁ’(t)) S {(1) 1)’ (1) _1)’ (_1’ 1): (_1) _1)} =
{S., S,, S5, S4}. Tt is easy to see that for IID random input
the output of the two relays is described by a 4-state
Markov process: It is only the current state S(f) of the
2-relay system which determines the probability for the
next state S(z + 1). This defines the (4 X 4)-transition
matrix P with elements (P);; = p(S;[S;) = p(S(r + 1) =
S;IS(r) = S,), the conditional probability for being at time
t + linstate S;, provided the system was in state S; at time
t. Its general form is found to be P = (P, 5(x) ® P, 45(x))
with

_(0x—pB) 0(B—x)
Popx) = <0(x —a) O0(a—x) )

where 6(x) is the Heaviside step function. Actually, de-
pending on the mutual order relation between the four
threshold parameters 8', o/, 8, and «, one finds six differ-
ent explicit forms Py, ..., Py for P. As an example, for the
ordering I. B/ < a’' < B < a, the transition probability
(P53 is given by (Pp)y3 = p((—=1, DI(1,1)) = (6(B —
x)0(x — B')) = fg, p(x)dx. This means that, in case both
relays are in the upper state s = 1 at time ¢, the one with
thresholds « and S flips to s = —1 and the other one does
not, only if the random input variable x(z + 1) falls into the
interval [B/, B]. Similarly all elements of P in the six
parameter regimes I,...,VI can be determined. Thus the
calculation of the stationary cross correlation function
(8ap[x(0)]s 4 g[x()]) amounts to the determination of a
correlation function for a discrete Markov process over
four states, which by using the spectral decomposition of P
is a straightforward task. It turns out [19] that in all pa-
rameter regimes (s, [x(0)]s, g [x()]) shows a simple ex-
ponential decay to its asymptotic value C,pgqp(t) =
aplxOJswplx0) = (sap)sws) = Copap(®) X
F(B', '), where F(B', a') = fg; p(x)dx is the relevant
eigenvalue of P. The amplitude Cy,p /g(0) is also known
exactly, but takes different forms in the parameter regimes
L. .., VL This has to be taken into account in calculating the
desired correlation function via

) = j dadB (e, B)

X [ datdp (e, B)C.p s OF (B, ). (1)

We see that the correlation function C(¢) can be regarded
as a superposition of infinitely many exponentially decay-
ing contributions. Note that due to the normalization of the
input density p(x) the eigenvalue F(B', @’) can get arbi-
trary close to the value A = 1 as B’ and o’ vary in the

integral (1). Thus there exists the possibility of a nontrivial,
nonexponential decay of C(¢). That this is indeed a com-
mon scenario will be shown first for the simpler situation,
where the elementary loops can be assumed to be symmet-
ric @« = —f, implying a Preisach density of the form
m(a, B) = w(a)d(a + B) with a > 0. This physically
important case allows for a rather complete understanding
of the origin of long-time tails in hysteretic systems [19]. It
is advantageous to consider the Z-transformed correlation
function C(z) = 7, C(0z™!, which by use of the spe-
cial form of u(e, B) and the explicit form of C,p 4/g/(0)

[o da [3 da' p(a)u(a’) X
e all-F—a\a)] ==FCaa) T J§ da [§ da'u(a) X
4F(—o00,—a)F(a,)

,I.L(a)[l o =Fara] =Faay- A further simplifi-
cation is achieved for symmetric input densities p(x) =
p(—x). With the substitution u = 2F(a, o) and v =
2F(a’, c0) one obtains

&) = f du [ dv i aw) Y -

can be represented as C(z) =
4F (=00, —a')F(a,00)

1+v

f du [ wAWAL Y @)

where fi(u) is an effective Preisach density

pa(u))
2p(a(u))’

with a(u) the inverse of the monotonically decreasing
function u(a) = 2F(a, ). For certain combinations
{p(x), u(a)} of input and Preisach density, respectively,
C(z) can be calculated exactly. As an example we consider
the case where both distributions are nonzero on a finite
interval. Take p(x) =%(1 — |x)*"" for [x| =1, and
wa) = (1 —a)” ! for 0<a =1, with v,/ >0. In
this case the effective density takes the simple form

Au) = yu='"7, “4)

with ¥ = v//v > 0. For y # 1 the result for C(z) can be
expressed with hypergeometric functions as C (z) ==X
lj'yz[F(1,2y;2y+1,1 ) —yF(Ly+ 1,y +2;75)], and
for y = 1 we obtain C(z) = 3z + 4 (z — 1)1n(%) +z(z —
l)Liz(ﬁ), where Li,(z) is the Euler dilogarithm. The
long-timé behavior of C(r) is determined by the behavior
of C(z) near z = 1. Therefore we calculated the asymptotic

behavior of C(z — 1). It turns out that C(z) is nonanalytic
at z — 1 with degree n, where n is given by

n = [min(y, 2y — 1)], (5)

where [x] denotes the smallest integer greater than or equal
to x. The degree of nonanalyticity of a function f(x) at x, is
defined as the smallest integer n for which £ (x,), the nth
derivative of f at x, is discontinuous. If one is interested
only in the degree of nonanalyticity and in the origin of
Eq. (5) one can easily check directly for the divergence of

f(u) = 3)
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the integrals for C(z = 1) in Eq. (2) and its derivatives.
From the full asymptotic behavior of € (z — 1) we ob-
tained the exact long-time behavior of C(z) by applying
Karamata’s Tauberian theorem for power series [20] to
C"™(z). One finds the following asymptotic behavior for
the correlation functions

- 2 for0<y<l1
C(t)~ 1t %Int fory =1 (6)
77 for 1 <y < oo,

1+2y

—ilnlwl

’)’2
S(w) ~ {1 7 w19l

¥ _ —2+2
S (@) ~ {1 ” cOb(w)(2'y Dlw| ™" sgnw for 1/2 <y <1

7 log|w| sgnw
T'+y)

S(n)(a)) _ {1 y 31n(77'y/2) Td+y—n)

n
ln1 exp(zw)

The last line implies that for vy an even integer n the nth
derivative S"(w) of the spectrum diverges logarithmically,
whereas for odd r it exhibits a discontinuity. One should
emphasize that the result for the input and Preisach density
combinations with 0 < y < 1/2 implies a new mechanism
for the generation of 1/f noise. We also note that the
superposition of infinitely many exponentially decaying
contributions leading to the long-time tails and to 1/f
noise bears formally in frequency space some similarity
to the superposition of Lorentzians as discussed, e.g., in
[21]. The difference lies in the more complicated form of
the weighting functions, which in addition are nontrivially
related to the properties of the input and the distribution of
elementary hysteresis relays. In the latter respect an im-
portant point is that the results of Eqgs. (6) and (7) are
not only valid for the above densities with finite sup-
port. One easily checks that the following algebraically
or exponentially decaying input and Preisach density
pairs {p(x), w(@)} ={&(1 + |x))=*~, »(1 + @)™~} and
{p(x), p(a)} = {5 exp(—vlx]), ¥ exp(—v'a)} lead via
Eq. (3) exactly to the same effective Preisach density
fa(u) of Eq. (4), again with y = v//v > 0. Consequently,
the above given exact results for C(z) and the asymptotics
given by Egs. (6) and (7) hold also in these cases. Actually,
by analyzing the alternative forms of the definition, Eq. (3),
namely the transformation law g(u) = [§ u(a)d(u —
u(a))da with u(a) =2 [7 p(x)dx, or its local form
f(u)du = —u(a)da, one sees that there exist infinitely
many pairs {p(x), u(a)} leading exactly to the same i (u).
The asymptotic results for the long-time tails, Eq. (6), or
for the spectrum, (7), hold for an even wider class of
systems. From Eq. (2) one sees that the long-time behavior,
corresponding to z — 1, is determined solely by the be-

|w| n+y (Sgnw)n

The spectral density is given by S(w) = 2Re[é(z =
¢)] = C(t = 0), with C(r=0) = lim_ C(z) = ;.
The degree of nonanalyticity n of S(w) at @ = 0 is the
same as the one of C(z) at z = 1. Correspondingly the
long-time tails of C(r) are reflected in a divergence of
S(w) or its nth derivative S®(w) for w — 0. From the
asymptotic expansion of C(z) for z — 1 we find depend-
ing on y the following nonanalytic behavior of S(w) for
w—0:

for0<y<1/2
fory =1/2

fory =1 (7)
forn —1<y<n n=23...

c.C. fory=n n=23....

{
havior of fi(u) for u — 0. Therefore only the tails of p(x)
and w () determine the form of the long-time tails in C(z).
In addition, one may allow for logarithmic corrections in
the behavior of f(u — 0) leading basically to the same
long-time tails as without these corrections. For instance,
the combination of two Gaussians with variance o> and o2
for input and Preisach density, respectively, gives again an
effective Preisach density of the form f(u) ~ yu='*7,
with y = o/0’?, but now with logarithmic corrections.
Not every combination {p(x), u(a)}, however, gives rise to
long-time tails. Choose for instance the input density p(x)
from the class of algebraically decaying functions and
assume the Preisach density u(@) to be exponentially
decaying. In this case we cannot calculate C(z) exactly;
one verifies, however, that such a situation corresponds to
the limit y — oo in the effective Preisach density, Eq. (4).
Correspondingly, the degree of nonanalyticity of C(z = 1)
is infinite, C(z) is analytic. Therefore no long-time tails
occur in this case, but output correlations C(r) decay faster
than any power of ¢. The same holds for any other combi-
nation where the input density belongs to a class of broader
functions than the Preisach density, e.g., p(x) exponen-
tially decaying, u(a) Gaussian, etc. The criterion is that all
derivatives of f(u) vanish at u = 0. In the reversed case,
“narrow” input and ‘“‘broad” Preisach density, the other
extreme degree of nonanalyticity n = 0 and correspond-
ingly 1/f noise in the output signal is obtained.

We now briefly return to the original problem, where
no assumptions on the symmetry of the elementary re-
lays or the input density are made. This general case
is considerably more complicated. Using the explicit
form of the amplitudes C,g ,4(0) in Eq. (1) the gen-
eral form of the Z transform of C(f) can be written as
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Cz) = f(l)dulfo “‘duz,u(ul,uz)[ﬁ,uzdvlfo Y dv, X
dujv 1— u

,u,(vl,v2) (u|+u2)l(v2,+v2)z l+v|+v2 ful “dv, ]‘02 dvy X
4u v, u u

M(vl’vz) (ul+uz)(v1+v2)z 1+v1+v2 + f()ldvl /02 dv2 X

4v v, 1—u 1-v
,LL(U],UZ) (u1+u2)](v1+v2)z 1+v1+v7 + ,/ zdvl./ 1dU2><

uyu 1-
(vl’v2)(u|+u2)l(v2]+v7)z l+v]+u2 + _[ dvlf u] dUZ X

ViU g 1
(UI’UZ)(M1+M7)(U21+U2)Z 1+v1+v7 + f Ui fl*ul dvy X

4 .
(V1 v2) gt To =T so;)- A change of variables

u; = Fla, ©), u, = F(—, B), v, = F(a', ©), and v, =
F(—oo, B') has also been applied. The transformation
(a, B) — (u;, u,) maps the Preisach half-plane a > B to
the triangle u; >0, u, >0, u; + u, < 1. The interesting
point is here that again C(z) depends only on an effective

density given by i(uy, uy) = % and not on the

Preisach and input density separately. Similar to the sym-
metric case this implies that there exist large classes of
input and Preisach density combinations leading to the
same decay of the output correlations. In general, however,
these integrals cannot be computed analytically. We suc-
ceeded only for the simplest case fi(u;, u,) = 1, i.e., for
the case of a constant input and Preisach density and other
combinations in this class [19]. We give here only the result
showing that long-time tails occur also in this more general
case. One finds a logarithmic divergence near z = 1 of the
second derivative C?(z) ~ — 13—6 log(z — 1), which implies
by application of Karamata’s Tauberian theorem an asymp-
totic correlation decay as C(r) ~ ¢+~ That this long-time
tail is not an exceptional case can be seen from the non-
analytic behavior of C (z) at z = 1. Indeed, for an effective
Preisach density of the asymptotic form (u, u,) ~
cu; "V uy T with oy, > 0, y, > 0, one can show by con-
sidering appropriate subregions of the above integrals that
C(z = 1) diverges for y, + 7y, < 1/2. This sufficient con-
dition implies that in a whole parameter region and the cor-
responding classes of input and Preisach densities the
output shows 1/f noise and a correlation decay slower
than ¢!

In summary, we have shown analytically that the
Preisach model, the most prominent and simplest model
for complex hysteresis [1], is able to transform uncorre-
lated input into output with long-time correlations under
very general circumstances. The form of the long-time tails
depends solely on the tails of the input and Preisach density
as coded in the near-zero behavior of an effective Preisach
density. This behavior also determines the universality
classes resulting in a given exponent of the long-time tail
or in 1/ noise in the output signal. The mechanism is for-
mally similar to the superposition of Lorentzians discussed
in [21]; the more complicated weighting functions, how-
ever, are nontrivially related to the properties of the input
and the distribution of elementary hysteresis relays. Inter-
estingly, a generalization of the Preisach model, which in-
cludes thermal relaxation processes, also predicts 1/f
noise [22]. This result, however, is found by invoking

linear response theory valid in the fully relaxed limit, and
is thus complementary to our findings for the standard
Preisach model, which does not take into account thermal
relaxation processes. Therefore it will be of great interest
to explore the regimes between these two extreme cases,
where anomalous low frequency behavior is to be ex-
pected, correspondingly.

An inspiring exchange of ideas with Isaak Mayergoyz,
Bob Dorfman, and Richard Prange is gratefully ac-
knowledged.
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