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Complete understanding of atomic resolution high-angle annular dark-field (Z-contrast) images
requires quantitative agreement between simulations and experiments. We show that intensity variations
can be placed on an absolute scale by normalizing the measured image intensities to the incident beam.
We construct fractional intensity images of a SrTiO3 single crystal for regions of different thickness up to
120 nm. Experimental images are compared directly with image simulations. Provided that spatial
incoherence is taken into account in the simulations, almost perfect agreement is found between
simulation and experiment.
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High-angle annular dark-field (HAADF) or Z-contrast
imaging in scanning transmission electron microscopy
(STEM) provides atomic structure images with excellent
atomic-number (Z) sensitivity [1] and has been applied to
determine the precise location and identity of individual
atoms and clusters [2,3], with sub-Ångstrom resolution [4]
and in three dimensions [5,6]. While qualitative interpre-
tation often gives a general indication of the structure,
image simulations are required to make the technique truly
quantitative, in particular, for the analysis of defects.
Where attempts have been made to achieve quantitative
Z-contrast imaging, lower contrast in the experiments has
been noted [7,8]. This is not unlike the situation in con-
ventional high-resolution transmission electron micros-
copy (HRTEM), which uses an incident plane wave
rather than a focused probe [9]. The origin of this mis-
match, known as the ‘‘Stobbs’ factor’’ [10], has not yet
been identified [10–15]. Scientifically, these discrepancies
raise the crucial question as to whether current simulations
of image contrast formation are inadequate, perhaps ne-
glecting significant contributions to the scattering of high-
energy electrons by crystalline materials. For example,
existing HAADF imaging theories include thermal diffuse
(phonon) scattering [16,17]. It is conceivable that more
sophisticated phonon models [18] or inclusion of other
inelastic scattering processes [11,19] may be required.

Simulations provide the image intensity variation on a
scale that is normalized to the incident beam intensity. To
date, quantitative comparisons with experiments have all
required scaling the experimental intensity values to the
simulations since the experimental data were not deter-
mined on an absolute scale [7,8,20,21]. Such comparisons
limit the ability to completely understand the physics of
HAADF image contrast [10]. For example, the lower con-
trast in experiments can be interpreted as being due to an
underestimation of the minimum intensity in the simulated
images (‘‘background signal’’), which in HAADF consti-
tutes a substantial fraction (tens of percent for typical

thicknesses) of the maximum image intensity [7]. An
alternative explanation is that simulations are overestimat-
ing the signal at the atomic columns [8]. These two possi-
bilities cannot be distinguished without a measure of the
fraction of incident electrons contributing to the HAADF
signal.

In this Letter, we show that measurement of the incident
beam intensity and the HAADF signal is possible using an
annular dark-field detector that has single electron sensi-
tivity and an output voltage that is directly proportional to
the electron flux averaged over time (intensity). This
HAADF detector greatly facilitates quantitative measure-
ments. In contrast, charge-couple device (CCD) cameras
are often employed in HRTEM, requiring corrections for
noise and the CCD response function [22]. Here, truly
quantitative, atomically resolved Z-contrast images nor-
malized to the incident beam intensity are obtained for a
SrTiO3 single crystal. Image simulations of normalized
intensities show excellent agreement after accounting for
spatial incoherence.

TEM samples were prepared by wedge polishing fol-
lowed by Ar-ion milling and buffered HF etching to re-
move amorphous surface layers. Image and incident probe
intensities were measured with a field-emission transmis-
sion electron microscope (FEI Titan 80–300 TEM/STEM)
with a supertwin lens (Cs � 1:2 mm) operated at 300 kV
and equipped with an annular dark-field detector
(Fischione Model 3000). The convergence semiangle was
9:6� 0:15 mrad and the inner detector semiangle was
65� 1 mrad. The focus (54 nm underfocus) was deter-
mined using the maximum intensity criterion in both ex-
periments and simulations, as described previously [7,8]. A
Gatan Enfina spectrometer with a collection aperture of
15� 0:3 mrad was used for electron energy-loss spectros-
copy (EELS).

The HAADF signal and incident probe (entire beam on
the detector) was measured by connecting a National
Instruments dynamic signal analyzer (model number
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4474) to the detector preamplifier. Linearity of the detector
and preamplifier response for the chosen gain and offset
settings was confirmed by measuring the output voltage as
a function of the Schottky emitter extraction voltage and
verifying that the signal followed the known relationship
between extraction voltage and intensity [23]. Only a
relatively low intensity probe could be used without satu-
rating the detector preamplifier. The acquisition time for
the 1024� 1024 images was 61.68 s. The time that the
probe spends at each pixel (dwell time) determines how
many voltage measurements are associated with each pixel
in the final image. The detector output was oversampled by
roughly a factor of 5. Image pixel values were obtained by
down-sampling and normalizing the signal to the incident
probe intensity. No further image processing was per-
formed. From these images, average values for the normal-
ized intensities of the Sr and Ti-O atom columns and that of
the background were determined. The reported intensities
of the signal with the probe on an atomic column are
averages of the centroid intensity value of each column
in the entire image. The centroids were found by standard
image processing procedures, including thresholding to
find the column boundaries [24]. The intensities at the
full-width at half-maxima (FWHMs) of the Ti-O and Sr
columns were sufficiently different so that the areas within
the column boundaries could be used to identify the col-
umn type. The error bars represent standard deviations
from the mean intensity values in one image (400–600
columns per image). The background intensity, when the

probe is located between the columns, was taken as the
average of the lowest 2% of all image pixel values. The use
of a finite range (up to 2%) was required because of the
noise in the background intensities (caused by the detector
noise level). Bloch wave HAADF image simulations were
carried out using the mixed dynamical form factor ap-
proach for thermal diffuse scattering (phonon excitation)
[17] as were multislice frozen phonon model calculations
[25]. Debye-Waller factors were taken from the literature
[26]. The outer detector semiangle for the calculations was
240 mrad [27]. The frozen phonon simulations were car-
ried out with a limited number of sampling points and
phonon passes (for details see Ref. [8]) to achieve realistic
computing times for thick samples.

Figure 1 (top row) shows experimental HAADF images
of a SrTiO3 single crystal recorded along h100i for regions
with three different thicknesses (25, 55, and 105 nm).
Image intensities are represented in terms of fractions of
the incident beam signal (see color scale bar on the right).
For the largest thickness, 21% of the incident beam inten-
sity is scattered thermally to contribute to the signal when
the probe is on the atomic columns compared with 12%
when the probe is located between columns.

Having normalized the image intensity, the remaining
experimental challenge is determining the TEM foil thick-
ness t. In EELS, ratios of ln�It=I0� are sensitive to thickness
changes (It is the total area under the spectrum, I0 the area
under the zero-loss peak) and determine t=�, where � is the
total bulk inelastic mean free path [28]. The bulk plasmon

FIG. 1 (color). Top row: experimental HAADF images of SrTiO3 along h100i with intensity variations normalized to the incident
beam intensity (see color scale bar on the right). Regions of three different thicknesses are shown. The Sr columns are the brightest and
the Ti-O columns are the second brightest features (see unit cell schematic on the left). The image of the 105 nm region has been
drift corrected. Middle row: frozen phonon image simulations. Bottom row: Bloch wave image simulations. In each case, simulations
are shown without (left pane) and with convolution with a 0.08 nm FWHM Gaussian (right pane).
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scattering inelastic mean free path �B can be estimated
(123 nm for SrTiO3) [28]. To a first approximation, surface
plasmon losses result in an offset to the thickness values
obtained from t � �B ln�It=I0� [29]. This correction, �tS,
was estimated from the linear thickness dependence of the
background signal in HAADF, which must extrapolate to
zero at zero thickness. For SrTiO3, the required correction
�tS was �29 nm. The pronounced surface plasmon fea-
ture (Fig. 2, dashed line) in a region with t < 5 nm [yield-
ing ln�It=I0� � 0:27 in this region] suggests that strong
surface contributions are important in SrTiO3.

Figure 1 also shows image simulations using frozen
phonon and Bloch wave calculations (middle and bottom
rows). Those shown in the left pane in each case do not take
spatial incoherence into account. While a qualitative match
exists between simulations and experiments, there are
quantitative differences; in particular, the contrast is higher
in the simulations. Spatial incoherence (defined here as
combined effects from a finite extent of the effective
illumination source, instabilities, sample drift, etc.) is
known to reduce the contrast and can be modeled by
convolving the simulated HAADF images by a Gaussian
envelope function [8,30]. A Gaussian with a FWHM of
0.08 nm (right pane) provided excellent agreement with the
experimental data. For thick regions, the discrepancies
between the signal strength in Bloch wave simulations
and experiments evident in Fig. 1 are expected, because
this approach does not include further elastic or inelastic
scattering after thermal scattering events [8]. For thick-
nesses greater than 40 nm these events become important,
requiring the use of the frozen phonon approach [8,25].
The quantitative agreement between the two simulation
approaches for thin regions showed that it is tolerable to
use a small number of phonon configurations and probe
positions in the frozen phonon calculations.

Figure 3 compares the experimental fractional inten-
sities with the probe situated between the columns (IB),

on the Sr columns (ISr) and on the Ti-O (ITi-O) columns,
and the corresponding values from the frozen phonon and
Bloch wave simulations. Without taking spatial incoher-
ence into account [Fig. 3(a)] the column intensities in the
simulations were considerably greater than in the experi-
ments. However, the background signal in experiments and
simulations was very similar. This result tells strongly
against the interpretation that the contrast problem in
SrTiO3 is due to simulations underestimating the back-
ground; thermal scattering alone is sufficient to quantita-
tively predict the measured background, without any
recourse to additional inelastic scattering mechanisms.
Taking into account spatial incoherence, via a Gaussian
envelope of 0.08 nm FWHM [Fig. 3(b)], leads to almost
perfect agreement between simulation and experiment on

FIG. 3 (color online). (a) Experimental (symbols) and simu-
lated (lines) Sr and Ti-O column and background intensity values
for SrTiO3 along h100i in terms of fraction of the incident beam
intensity as a function of thickness. (b) Same as in (a) but with a
0.08 nm FWHM envelope modeling spatial incoherence in the
simulations. The error bars reflect the standard deviations calcu-
lated from 400–600 columns for each thickness.

FIG. 2 (color online). Low loss EELS from one of the thinnest
(<5 nm) crystalline areas (dashed line) and from a 20 nm thick
area (solid line). Note the strong surface plasmon feature at
24.3 eV in the thin region. The energy of the surface plasmon is
similar to what has been reported in the literature (see Ref. [32]).
The thicker region shows interband transition, bulk, and surface
plasmon losses.
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the atomic columns at small thicknesses for the Bloch
wave approach and the whole thickness range for the
frozen phonon model.

A finite source size described by a 0.08 nm FWHM
Gaussian is a reasonable estimate of the spatial incoher-
ence for this microscope because a similar spherical aber-
ration (probe) corrected microscope was shown to have an
information limit (determined by spatial incoherence) in
HAADF of 0.08 nm [31]. Thus we anticipate that compari-
sons between simulations and experiments using aberra-
tion corrected instruments will require similar corrections
for spatial incoherence. Detector preamplifiers with a
wider dynamic range will, however, be needed for mea-
surements of the intense incident probes used in aberration
corrected STEM.

In summary, we have shown that image intensities in
Z-contrast imaging can be placed on an absolute scale.
These experiments allow for truly quantitative compari-
sons with theory and we recommend that all future
HAADF experiments report normalized image intensities.
We have demonstrated excellent agreement between image
simulations and experiments, after taking into account
spatial incoherence. Moreover, thermal scattering alone
was sufficient to quantitatively predict the measured back-
ground. The agreement between theory and experiment is
far better than for conventional HRTEM, where a large
mismatch (a factor of around 2 to 3) is usual [9,13,15].
Quantitative HAADF demonstrates that existing models of
thermal diffuse scattering provide for a quantitative de-
scription of the high-angle thermal diffuse scattering of
high-energy electrons in SrTiO3. Multiple thermal scatter-
ing, easily incorporated in the frozen phonon model, be-
comes important for thicker specimens. We have also
shown that the background intensity in HAADF images,
in conjunction with EELS, facilitates thickness estimates,
in particular, in the presence of strong surface plasmons.
Future experiments should explore the agreement between
simulations and experiments for samples containing higher
atomic numbers.
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