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The compression of direct-drive, spherical implosions is studied using cryogenic D2 targets on the 60-
beam, 351-nm OMEGA laser with intensities ranging from �3� 1014 to �1� 1015 W=cm2. The hard-
x-ray signal from hot electrons generated by laser-plasma instabilities increases with laser intensity, while
the areal density decreases. Mitigating hot-electron production, by reducing the laser intensity to �3�
1014 W=cm2, results in areal density of the order of �140 mg=cm2, in good agreement with 1D
simulations. These results will be considered in future direct-drive-ignition designs.
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In direct-drive inertial confinement fusion (ICF) [1,2], a
spherical target is irradiated directly by overlapped laser
beams to achieve high compression of the fuel and a high
temperature of the hot spot to trigger ignition and max-
imize the thermonuclear energy gain. The baseline direct-
drive-ignition target design [3] for the National Ignition
Facility (NIF) [2] uses cryogenic deuterium-tritium (DT)
shells imploded with a total energy up to 1.5 MJ. To
achieve a gain of �40–50 will require a total target areal
density (or �R), at peak compression, of �1500 mg=cm2.
A major goal of the current experimental campaign [4,5]
on OMEGA is to demonstrate that high compression (i.e.,
high �R) can be achieved in cryogenic D2 implosions.
Since the �R is proportional to E1=3

L (EL is the laser energy)
[6], the peak areal density of 1500 mg=cm2 at NIF energies
(EL � 1:5 MJ) is scaled to �330 mg=cm2 for OMEGA-
size targets (EL � 16 kJ). To achieve high compression,
the shell entropy must be kept low. The entropy is defined
[6] through � � �P�Mb��=2:2���g=cm3��5=3 which, for a
DT target, represents the adiabat or the ratio of the plasma
pressure to the Fermi pressure of a fully degenerate
electron gas [6]. As shown in Ref. [6], �R�mg=cm2� �

2600�EL�MJ��1=3�	0:6 and high areal densities require
low-adiabat (�� 2–3) implosions to minimize the laser
energy. Current direct-drive-ignition target designs [3] use
DT as both the nuclear fuel and the ablator material. The
DT ablator minimizes the hydrodynamic instability of the
shell, because of its low-density and high-ablation velocity.
This Letter shows that heating by the long mean free path,
hot electrons (Thot � 100 keV) produced by the two-plas-
mon-decay (TPD) instability [7] in the hydrogenic coronal
plasma is correlated with a significant increase in the shell
adiabat. This result is of great importance to direct-drive

ICF and will be considered in ignition target designs for the
NIF.

TPD and resonance absorption (RA) can generate copi-
ous amounts of hot electrons as has been observed since the
early stages of the ICF program when long-wavelength
(�L � 10 �m) CO2 lasers, and later glass (�L � 1 �m)
lasers [2,7], were widely used. Since RA and TPD intensity
thresholds increase as the laser wavelength is reduced,
lasers in the UV range (�L � 0:35 and 0:25 �m) [7]
have been adopted as the drivers of choice for ICF re-
search. Since the TPD instability produces high-energy
electrons even at UV laser frequencies (� 100 keV elec-
trons from TPD compared to�10 keV from RA, under the
conditions of the present OMEGA experiments) [7] it must
be minimized to avoid target preheating. A very modest
preheating of the shell causes a significant degradation of
the implosion performance (a deposited preheating energy
of 30 J increases the adiabat from 2 to 4 for OMEGA-scale
targets). It is important to determine the constraints on the
laser intensity required to prevent preheating effects in UV
laser-driven implosions. The results of recent cryogenic
implosions [5], performed using D2 ablators with high-
peak-intensity laser pulses of �1015 W=cm2, showed
that as the 1D adiabat of the fuel decreases, the achieved
areal densities did not rise as expected, saturating at
�100 mg=cm2, a degradation of up to a factor of 2 from
1D predictions. This Letter presents results of low-adiabat
(�� 2–3) cryogenic D2 implosions with <5 �m thick
deuterated plastic (CD) outer shells in which peak intensity
was varied in the range from �3� 1014 to �1�
1015 W=cm2. It shows a correlation between the TPD
hot-electron x-ray signal and the target compression. For
laser intensities above 3� 1014 W=cm2, the cryogenic
shell compression is significantly less than 1D predictions,
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potentially requiring preheating mitigation on NIF target
designs.

Direct-drive implosions of �860-�m, initial-diameter
targets with shells consisting of a �95-�m-thick inner D2

ice layer and an outer 4-�m-thick plastic CD layer were
carried out using the 351-nm, 60-beam OMEGA Laser
System [8]. The targets were imploded with shaped,
high-compression pulses in the range of intensities from
�3� 1014 to �1� 1015 W=cm2. The on-target energy
was varied from �13 kJ (in low-intensity implosions) to
�24 kJ (in high-intensity implosions). The results shown
in this Letter include all OMEGA thin CD shell (< 5 �m)
cryogenic implosions performed at low adiabat (in the
range from �2–3) that produced measurable areal-density
and hot-electron x-ray signals. All experiments used stan-
dard OMEGA laser-beam-smoothing techniques including
distributed phase plates [9], 1-THz 2D smoothing by spec-
tral dispersion [10], and polarization smoothing [11],
using birefringent wedges. The predicted areal densities,
based on the 1D hydrodynamic code LILAC [12], including
radiation transport, were in the range from �140 to
�200 mg=cm2. The 1D simulations used flux limited
[13] and nonlocal (including resonant absorption) electron
heat transport [14].

The hard-x-ray (HXR) signals (with photon energies of
>40 keV) generated by hot electrons from the TPD insta-
bility were measured by the HXR detector [15]. The HXR
detector has four channels measuring x rays >20, >40,
>60, and >80 keV, respectively. Figure 1(a) shows sig-
nals measured by the>40 keV channel of this detector as a
function of on-target peak laser intensity with the inferred
hot-electron temperatures shown in Fig. 1(b). The hot-
electron temperature was determined by fitting measured
(by the four channels) signals assuming exponentially
decaying hard-x-ray spectrum. The signal rises steeply
with intensity in the range from �3� 1014 to �5�
1014 W=cm2 and starts to saturate at �5� 1014 W=cm2.
The hot-electron temperature monotonically increases
from 50 to 150 keV in this range of intensities. The electron
stopping distance is greater than the target thickness during
the laser pulse at these temperatures. This would lead to an
almost uniform preheating of the target. In this work, a

correlation between the hard-x-ray levels and areal-density
degradation suggests that preheating due to energetic elec-
trons is affecting target performance. The relationship
between the x-ray signals and target preheating is still
under study.

The HXR signal occurs during the last �400 ps of the
laser drive and is correlated with the observation of 3=2!
scattered light, a typical signature of the TPD [15,16]. At
this stage of the laser pulse, the corona consists mostly of
deuterium plasma, where the TPD develops [16–18]. For
these implosions, the measured burn-averaged areal den-
sity (inferred from the spectra of secondary protons [19]
created near peak burn) is shown by diamonds in Fig. 2(a)
as a function of the peak laser intensity. As the HXR
signals and hot-electron temperature increase with the laser
intensity, the areal density decreases. In these implosions,
the predicted burn-averaged areal density varies in the
range from �140 to �200 mg=cm2. Figure 2(b) shows
the dependence of the measured areal density normalized
to the 1D code prediction with local electron transport
(using a constant flux limiter of 0.06 [13]) as a function
of the peak laser intensity [using the same data as in
Fig. 2(a)] shown as diamonds. The simulation predictions
including nonlocal electron transport [14] are shown by the
circles. The nonlocal model more accurately describes the
thermal electron transport at the ablation surface and,
therefore, the laser absorption, shock strengths, and timing
throughout the implosion [14]. The areal density and the
normalized areal density (both local and nonlocal) de-
crease significantly for peak laser intensities above 3�
1014 W=cm2. This degradation correlates with the increase
of the HXR signals [Fig. 1(a)]. The highest compression in
low-adiabat implosions was achieved at the lowest inten-
sities, when the HXR signals and associated fast-electron
preheating were low, and the sensitivity of the implosion
to nonlocal effects is minimal. The good performance at
low intensities suggests that the physics governing
temperature-density conditions of the fuel, such as fuel
equation of state, opacity, shock propagation, and timing,
are well described by the 1D code. These considerations

FIG. 1. (a) Measured hard-x-ray signal with photon energies
>40 keV and (b) hot-electron temperature as a function of on-
target peak laser intensity.

FIG. 2. (a) Peak-burn areal density, measured from secondary
proton spectra, as a function of peak intensity. (b) Areal density
divided by the 1D prediction as a function of peak intensity for
the local model with a flux limiter of 0.06 (diamonds) and for the
nonlocal model (circles).
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and the intensity scaling of the HXR signal suggest that the
areal-density degradation at high intensities is due to the
hot-electron preheating.

A simple estimate of the areal-density degradation
�Rexp=�R1D of the cold shell due to a preheating energy
Hs can be carried out assuming a fully ionized, ideal
plasma equation of state, with plasma density � propor-
tional to the plasma pressure P and inversely proportional
to the plasma temperature T; � � AP=T, where A �
mi=�1
 Z�, mi is the deuterium mass, and Z is its charge.
The areal density depends [16] on laser energyEL and shell
adiabat as �R� E1=3

L =�0:57. Since �� P=�5=3, the areal
density is inversely proportional to the cold-shell tempera-
ture T0,

 �Rexp=�R1D � T0=�T0 
 �T� � 1=�1
 �T=T0�;

where �T is the temperature increase due to preheating.
Assuming the deposited preheating energy increases the
internal energy of the shell, Hs � 3=2��PV�, the tempera-
ture increase can be expressed through the preheating
energy (using the ideal-gas equation of state) as �T �
2=3AHs=Ms, where the mass of the shell is Ms � �V.
Using the following relationships [6], P�Mb� �
2:2����g=cm3��5=3 and P�Mb� � 120�I15�

2=3, where I15

is the laser intensity in units of 1015 W=cm2, the areal-
density degradation can be expressed as

 �Rexp=�R1D � 1=�1
 0:012Hs=��s�
3=5I4=15

15 ��; (1)

where �s � Ms=M0 is the fraction of the shell mass left
after the ablation phase is divided by the nominal initial
target mass (initial shell mass was M0 � 5� 10	5 g and
�s � 0:5 from 1D simulations). Figure 3 shows the esti-
mated preheating energy Hs (circles) necessary to degrade

compression performance [as shown in Fig. 2(b)], based on
Eq. (1), where � was taken from 1D nonlocal simulations.
The compressed-shell preheating energy necessary to sig-
nificantly degrade compression performance is of the order
of �40 J. At the laser-drive energies of �20 kJ, this
preheating energy would correspond to�0:2% of the drive
energy if it were the sole explanation of areal degradation,
a level of concern for direct-drive-ignition designs for NIF
[20].

The correlation of the hot-electron x-ray signals with
areal-density degradation does not preclude other sources,
for example, uncertainties in the shock- and compression-
wave modeling, hydrodynamic instabilities, areal-density
sampling by diagnostic secondary protons, and preheating
due to nonlocal electrons and x rays, currently under
investigation. Since the laser pulse shapes are similar at
the beginning of the drive (during a picket and a foot) for
all implosions, the effects of pulse-shape contrast are simi-
lar for all implosions, and therefore, the pulse-shape con-
trast can be ruled out as a source of preheating.

The HXR signals depend on laser-drive intensity, the
pulse shape, and ablator material. Figure 4 shows the
dependence of the ratio of the HXR signal to the laser-
drive energy as a function of the TPD threshold parameter
[21] � � �I14L�=�230Te�, where I14 is laser intensity in
units of 1014 W=cm2, L is plasma density scale length in
microns, and Te is corona electron temperature in kilo-
electron-volts [21]. The normalized hard-x-ray signal in-
creases with the TPD parameter �. While in present
OMEGA implosions � is below �2:5, it increases to
�� 4 in direct-drive-ignition designs for NIF, possibly

FIG. 3. Calculated preheating energy of the cold shell, re-
quired to explain the areal-density degradation (based on the
nonlocal model), as a function of peak intensity.

FIG. 4. Measured preheating x-ray emission divided by the
total laser-drive energy as a function of the TPD threshold
parameter � � �I14L�=�230Te�.
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making targets more vulnerable to preheating. As a result,
future direct-drive-ignition designs will consider tech-
niques for hot-electron preheating mitigation. One of the
examples of such mitigation was demonstrated in recent
cryogenic implosions with all-plastic ablators [22]. While
the hard-x-ray signals were reduced below detection levels
in these experiments, the record areal densities of
�200 mg=cm2 were achieved at relatively high drive in-
tensity of �5� 1014 W=cm2 [18,22].

In conclusion, hot electrons generated by TPD instabil-
ity appear to play an important role in the compression
degradation of low-adiabat cryogenic D2 implosions. The
compression degradation strongly correlates with the HXR
signals that increase with laser intensity. The highest
compression with areal densities of �140 mg=cm2 was
achieved at a low peak laser intensity of �3�
1014 W=cm2, where the TPD fast-electron x-ray genera-
tion is small. With such low intensity, it will be difficult to
reach ignition-relevant implosion velocities (� 3:5�
107 cm=s). The direct-drive-ignition target designs for
the NIF will consider techniques to reduce hot-electron
preheating, including all-plastic ablators [18,22].
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