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The compression of planar plastic targets was studied with x-ray radiography in the range of laser
intensities of I � 0:5 to 1:5� 1015 W=cm2 using square (low-compression) and shaped (high-
compression) pulses. Two-dimensional simulations with the radiative hydrocode DRACO show good
agreement with measurements at laser intensities up to I � 1015 W=cm2. These results provide the first
experimental evidence for low-entropy, adiabatic compression of plastic shells in the laser intensity
regime relevant to direct-drive inertial confinement fusion. A density reduction near the end of the drive at
a high intensity of I � 1:5� 1015 W=cm2 has been correlated with the hard x-ray signal caused by hot
electrons from two-plasmon-decay instability.
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Understanding the compressibility of ignition-relevant
ablator materials is crucial for inertial confinement fusion
(ICF) target designs [1,2]. In direct-drive ICF, a spherical
shell consisting of a thin outer plastic ablator and thick
inner cryogenic DT fuel is uniformly driven by overlap-
ping laser beams [3]. Ignition has been predicted when the
shell is compressed �1000 times and the burn wave prop-
agates from the central hot spot to the outer shell [3]. To
achieve such high compression, the target has to be driven
with high energy [e.g., the National Ignition Facility (NIF)
[4]], of �1-MJ low adiabat (� � 2, defined as the ratio of
shell pressure to the Fermi-degenerate pressure) pulses that
send precisely timed shock and compression waves
through the fuel to achieve required compression. Mea-
suring the density profiles of laser-driven targets and com-
paring them to code predictions are essential to understand
laser-compression physics for ICF [3]. A variety of tech-
niques have been applied to diagnose density and tempera-
ture conditions of laser-driven targets. For example,
absorption spectroscopy in aluminum layers was used to
infer the temperature of shock-heated ablators [5–7].
X-ray scattering has provided information on shell condi-
tions [8–10]. Direct measurements of the density profiles
of laser-driven polystyrene ablators at relatively low inten-
sity (� 7� 1013 W=cm2) have been made [11–13], in
which a peak density of 2–3 g=cm3 was inferred. Shock
compression of D2 and other materials have also been
investigated at pressures less than �10 Mbar [14–19].
For ignition-relevant laser intensities (ablation pressure
greater than �50 Mbar), direct measurements and com-
parisons with code predictions for large compressions of
laser-driven ablator materials have not been previously
presented. These measurements can be used to validate
some aspects of ablator-compression physics such as the
equation-of-state and shock-wave dynamics implemented
in the ignition-design codes [20]. This Letter presents the
first experimental results and comparisons to code predic-

tions on plastic-ablator compression in the laser intensity
range from I � 0:5 to 1:5� 1015 W=cm2. (Note that the
baseline direct-drive target design has a peak intensity of
1015 W=cm2). Our results provide the first experimental
evidence for low-entropy, adiabatic compression of plastic
shells in the laser intensity regime relevant to direct-drive
ICF.

In the experiments described in this Letter, plastic tar-
gets with a thickness of �125 �m, length of �2 mm, and
a width of�280 �m were irradiated by 351-nm laser light
at peak intensities varying from �0:5 to 1:5�
1015 W=cm2, using both square and shaped pulses on the
OMEGA Laser System [21]. A schematic of the experi-
ment setup is shown in Fig. 1, in which 14 overlapped
beams drive the target. The beam configuration included
two beams at 10.3� angle of incidence and four beams for
each angle of incidence at 31.7�, 42.2�, and 50.5�, respec-
tively. The standard beam-smoothing techniques including
distributed phase plates [22], polarization smoothing [23],
and smoothing by spectral dispersion [24] were employed.
The target compression was measured with x-ray, side-on
radiography using �5:2-keV vanadium (V) or �6:4-keV

FIG. 1 (color online). The schematic diagram of the com-
pressibility experiment setup.
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iron (Fe) backlighters (irradiated by six additional beams.)
Since the beam size was larger than the target width, a
plastic shield was placed �500 �m behind the target to
intercept laser light missing the target. Target compression
was measured with a framing camera that recorded two
images on each shot with a temporal resolution of �40 ps
and a spatial resolution of�8 �m [25]. The uncertainty of
absolute timing of framing-camera images with respect to
laser drive was �100 ps, while the uncertainty of timing
between images was �20 ps.

The absorption of backlighter x-ray emission by the
compressed target attenuates the x-ray intensity according
to Ix � I0e���h���L, where��h��, �, and L are the photon-
energy-dependent absorption coefficients, the density, and
the target width, respectively. Knowing the target width
and the absorption coefficients, one can infer the density of
the compressed target from the x-ray-intensity attenuation.
The optical depth, which is defined as the natural logarithm
of x-ray-intensity attenuation, is used as a measure of the
target compression. The two-dimensional (2D) radiative
hydrocode DRACO was used to model the detailed experi-
mental configurations. The simulation plane was spanned
by the shock propagation direction (x axis) and the target
width (y axis). Both the standard constant flux limiter of
f � 0:06 [26,27] and a nonlocal model [28] were consid-
ered for the thermal-transport modeling. Both models give
similar predictions for the compression. Their differences
cannot be distinguished in the experiments, given the
experimental timing uncertainty of �100 ps and insensi-
tivity to small (� 10%) density variations. The simula-
tions took into account temporal and spatial resolution of
the diagnostics. The measured optical depths were directly
compared with the 2D simulations.

Figure 2(a) shows an example of the simulation of a
target driven by 1-ns square pulse at a peak intensity of I ’
1:5� 1015 W=cm2 taken at 0.6 ns. It represents a density
profile on the simulated x-y plane (x is the shock propaga-
tion axis and y is the target width; see Fig. 1). The front
surface is initially at x � 0. Figure 2(b) shows the mea-
sured image of the target at the same time of t � 0:6 ns,
formed by x rays traversing the target along the y direction.
The absorption image is obtained in the x-z plane, as it was
viewed along the y axis (see Fig. 1). The shock, launched
by the laser drive, compresses the target as it propagates in
the x direction from right to left. If the target is sufficiently
wide, the uniform irradiation essentially drives a 1D shock
propagation in the target. However, to allow optimum
imaging with V and Fe backlighters, the target width was
chosen to be slightly smaller than the spot size of the laser
beams. As a result, the target sides were irradiated and the
plastic shield reflected small amount of lights to the target
back surface. This launched a weak shock from the target
back surface, counter-propagating toward the main laser-
driven shock from the target front surface. The side illumi-
nations generate weak shocks from the target sides causing
more compression around the target edges. These detailed

features can be well modeled by the 2D DRACO simulations
indicated in Fig. 2(a). The corresponding optical-depth
comparison will be shown in Fig. 5(b).

Figure 3 shows experimental results and their compari-
sons with 2D simulations for a 1.6-ns square pulse
[Figs. 3(a)–3(c)] and a 3-ns shaped (low-adiabat) pulse
[Figs. 3(d)–3(f)]. The laser drive of the 1.6-ns pulse has a
peak intensity of �5� 1014 W=cm2 [Fig. 3(a)]. It sends a
single shock with a pressure of p � 55 Mbar that com-
presses the target to a peak density of � � 4:3 g=cm3 from
the initial density �0 � 1:044 g=cm3. The compression is
right on the polystyrene (CH) Hugoniot. The target absorp-
tion, or optical depth, versus target position X is shown at
0.8 ns [Fig. 3(b)] and at 1.5 ns [Fig. 3(c)], which was
measured with a V backlighter. While the shock is travers-
ing the target at 0.8 ns, it reached the back side of the target
at 1.3 ns and the target is slightly decompressed at the later
imaging time of 1.5 ns. The laser drive with the 3-ns shaped
pulse has a peak intensity of �1� 1015 W=cm2

[Fig. 3(d)]. The foot of this pulse (at an intensity of �5�
1013 W=cm2) sends a weak shock (p � 7 Mbar) through
the target resulting in a compression of �=�0 � 3:4 at a
low adiabat of � � 2, which is exactly in the region of the
current low-adiabat direct-drive ICF design. The main
pulse is shaped to launch an adiabatic wave compressing
the target to a peak density of�9 g=cm3. The target optical
depth versus distance is shown at 2.3 ns [Fig. 3(e)] and at
2.9 ns [Fig. 3(f)], measured with an Fe backlighter. The
shock is propagating in the target at 2.3 ns, while it just
reaches the back side of the target at 2.9 ns.

FIG. 2 (color online). (a) The target density profile from the
2D DRACO simulation for a 1-ns square pulse at t ’ 0:6 ns;
(b) the corresponding x-ray-absorption imaging from the experi-
ment.
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Figure 4 shows examples of the predicted central density
profiles for the 1.6-ns square drive at 0.8 ns [Fig. 4(a)] and
3-ns shaped drive at 2.3 ns [Fig. 4(b)], corresponding to the
conditions shown in Figs. 3(b) and 3(e), respectively. It was
found that the single shock compresses the target to a peak
density of �4:3 g=cm3 [Fig. 4(a)], while the low-adiabat
compression gives a much higher peak density of
�9 g=cm3 [Fig. 4(b)]. The experimental density profiles
inferred from the measured optical depth are plotted in
dash-dotted lines, which show good agreement with the
DRACO-predicted ones. The sensitivity of optical-depth
measurements allowed density variations of more than
�10%–15% to be measured. As shown in Figs. 3 and 4,
the 2D simulations are in good agreement with experimen-
tal data for both conditions. The simulations at intermedi-
ate times show compression peaks by the main drive (on
the right side) and the weak reflected pulse (on the left
side). Overall, good agreement has been found for both the

peak value of the compression and the target width be-
tween experiments and simulations.

The compression at a higher peak intensity of I ’ 1:5�
1015 W=cm2 was performed with 1-ns square pulses.
Although such a significantly larger intensity may not be
required for direct-drive ICF [3], this experiment was
sensitive to the preheat due to hot electrons from two-
plasmon-decay (TPD) instability [29,30]. The experimen-
tal technique described in this Letter will be used for
studying fast-electron preheating in NIF ignition-relevant
conditions which may become important at intensities
below 1� 1015 W=cm2 [31]. Figure 5(a) shows a laser
pulse shape (solid curve) and the measured (dashed line)
hard x-ray (HXR) signal (with photon energies > 40 keV)
using a hard x-ray detector [32]. Hard x rays from hot
electrons are produced at the end of the drive starting at
0.6 ns. The measured hot-electron temperature was
�60 keV [33]. Figs. 5(b)–5(d) show the measured target
compression at 0.6, 0.9, and 1.1 ns, respectively, for differ-
ent shots. Data in Figs. 5(b) and 5(c) were obtained with a
V backlighter, while Fig. 5(d) was obtained with a Fe
backlighter. The Fe backlighter had less attenuation than
the V backlighter. It was used to rule out saturation effects
of imaging using the V backlighter. While the 2D simula-
tion at 0.6 ns agrees very well with the experiment, there is
a significant disagreement at 0.9 and 1.1 ns, when the hard
x-ray signal from TPD instability rises.

Simulations including nonlocal heat transport based on a
model presented in Ref. [28] were compared with these
high-intensity experiments. The nonlocal electrons with
energies > 10 keV, from the tail of thermal distribution
[28,34–38], can penetrate further into the target and cause
more target preheating compared to the local models of
energy transport. The nonlocal effects slightly increased
the shock velocity in the simulations, but resulted in a

FIG. 4 (color online). The density profiles versus target posi-
tion from 2D DRACO simulations (solid) and inferred from the
measured optical depth (dash-dotted) for the cases of Figs. 3(b)
and 3(e), respectively.

FIG. 3 (color online). (a) The 1.6-ns square laser pulse and the
measured (black/dotted curves) and simulated (red/solid curves)
optical depth versus target position (along the x axis) at (b) 0.8 ns
and (c) 1.5 ns [V backlighter was used]. While panels (d),(e), and
(f) represent the case of the 3-ns shaped pulse, and the optical-
depth comparison at (e) t ’ 2:3 ns and (f) t ’ 2:9 ns [Fe back-
lighter was used, respectively.

FIG. 5 (color online). (a) The 1-ns pulse shape (solid) and hard
x-ray signal (dashed) as a function of time. The optical depth
measured (black/dotted), and predicted without preheat (red/
solid) and with preheat (dashed/blue) was plotted versus the
target position for different shots at (b) t ’ 0:6 ns [V back-
lighter], (c) t ’ 0:9 ns [V backlighter], and (d) t ’ 1:1 ns [Fe
backlighter].
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small density reduction of�10% in the shock-transit stage
(before breakout), which cannot explain the observed large
decompression at the end of the laser drive.

We have used the astrophysics opacity table (AOT) [39]
to postprocess the simulations to obtain the optical depth
(OD), which were in good agreement with all experiments
except at the later time of high-intensity (� 1:5�
1015 W=cm2) drives. For the OD discrepancy shown in
Figs. 5(c) and 5(d), different opacity models such as
PROPACEOS [40] and the average-ion model [41] have
been considered. None of the opacity models can consis-
tently give good agreement for both early-time and later-
time measurements. This suggests the possibility of fast-
electron preheating near the end of such high-intensity
drives [42,43].

To model the preheating, hot-electron-energy deposition
was included in simulations based on the measured tem-
poral shape of hard x-ray production. Uniform heating of
the targets is assumed. The rising temperature due to
preheat causes the compressed target to expand so that
the density decreases. The simulation results are shown
by the dashed blue lines in Figs. 5(c) and 5(d), with a
preheat energy ranging from 30 to 40 J. This level of
preheating energy is consistent with the observed hard
x-ray signal. Once this level of preheating was included,
reasonable agreement between simulations and experi-
ments was obtained. Preheating causes the peak density
to decrease by almost a factor of 2. In the experiments at
lower intensities (shown in Fig. 3), the hot-electron x-ray
signal was about 4 times smaller. When included in simu-
lations, this amount of preheat (� 10 J) did not produce
any noticeable density reduction.

In summary, a series of compressibility experiments
with ignition-relevant intensities and pulse shapes were
performed using planar plastic targets on the OMEGA
Laser System. The experiments were simulated using the
2D radiative hydrocode DRACO. For laser intensities less
than �1015 W=cm2, the agreement between experiments
and simulations are very good. This justifies the equation-
of-state (SESAME) and hydrodynamics of the shock wave
and adiabatic compression wave predicted by DRACO.
These results provide the first experimental evidence for
low-entropy, adiabatic compression of plastic shells in the
laser intensity regime relevant to direct-drive ICF on NIF.
A density reduction has been identified near the end of
higher-intensity (1:5� 1015 W=cm2) drives. This com-
pression degradation was found to correlate with the mea-
sured preheat due to hot electrons (with a temperature of
�60 keV) produced by two-plasmon-decay instability.
Mitigation of such fast-electron preheating using thick
high-Z-doped plastic ablators is under consideration.
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