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The kinetics and thermodynamics of first order transitions are universally controlled by defects that act
as nucleation sites and pinning centers. Here we demonstrate that defect-domain interactions during
polarization reversal processes in ferroelectric materials result in a pronounced fine structure in
electromechanical hysteresis loops. Spatially resolved imaging of a single defect center in multiferroic
BiFeO3 thin film is achieved, and the defect size and built-in field are determined self-consistently from
the single-point spectroscopic measurements and spatially resolved images. This methodology is universal
and can be applied to other reversible bias-induced transitions including electrochemical reactions.
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Polarization switching in ferroelectric materials is the
functional basis of applications including nonvolatile
memories [1] and data storage [2]. These applications
have stimulated extensive effort toward understanding the
thermodynamic stability of the ferroelectric phase in
constrained geometries and fundamental mechanisms for
polarization reversal. Static domain structures and polar-
ization distributions in low-dimensional systems and in the
vicinity of bulk and interfacial defects have been exten-
sively studied theoretically using Ginzburg-Landau [3] and
first-principles theories [4]. A wealth of experimental in-
formation on polarization behavior at surfaces and in ultra-
thin films is becoming available with the emergence of
grazing incidence x-ray methods [5] and electron micros-
copies [6].

The experimental and theoretical progress in under-
standing static polarization behavior is belied by the lack
of knowledge on polarization dynamics. Landauer has
demonstrated that the experimentally observed switching
fields correspond to impossibly large (� 103–105 kT) val-
ues for the nucleation activation energy [7]. This discrep-
ancy is resolved by postulating the presence of discrete
switching centers initiating low-field nucleation. The spa-
tial and energy distribution of the nucleation centers has
become the central component of statistical theories for
macroscopic polarization switching [8]. Notably, this be-
havior is universal to all first order phase transitions in-
cluding solidification, martensitic phase transformations,
and phenomena such as plastic deformation and electro-
chemical reactions, in which the formation of a new phase
is always initiated at specific defect sites or is controlled by
defect dynamics.

Recently, development of piezoresponse force micros-
copy (PFM) and focused x-ray imaging has allowed
stroboscopic (PFM) [9,10] and real-time (x-ray) [11] mea-

surements of domain growth in the uniform field of ca-
pacitor structures and visualization of nucleation sites. On
free surfaces, localized switching by PFM has been used to
directly measure domain wall geometry and growth rate,
and thus, disorder in the system [12]. The mesoscopic
observations of moving domain front geometry and ki-
netics allow direct comparison with well-known models
for statistical physics of disordered systems [13,14]. The
spatially resolved imaging studies are complemented by
spectroscopic studies of the switching process, in which
the measured electromechanical response as a function
of dc tip bias provides information on the size of the
domain formed below the tip [15]. The variation of nuclea-
tion biases along the surface has been used to map the
random-field and random-bond components of the disorder
potential, and establish the role of ferroelastic domain
walls on switching [16]. However, whether the effect of a
single localized defect on local polarization switching can
be determined has yet to be resolved.

The observation of polarization switching on a single
defect level requires (a) knowledge of the defect signature
on local piezoresponse force spectroscopy (PFS) spectra,
(b) sufficiently high sensitivity to detect a single defect,
and (c) a model system with a defect larger than the
characteristic spatial resolution. These conditions are simi-
lar to those in, e.g., single molecule optical microscopy, in
which molecular size is well below spatial resolution, but
detection of single molecules is possible due to large
molecule-molecule separation. Here we predict the defect
signature on local spectra, and demonstrate experimental
observation of a single defect.

Simple estimates suggest that the characteristic defect
size responsible for polarization switching in ferroelectrics
is �1–2 nm, well below PFM resolution (>10 nm). As a
model system with low density of structural defects and
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high surface stability, we have chosen epitaxial (100)
BiFeO3 thin films [17]. Note the nearly ideal surface
with roughness of 1.3 nm (after 1st order line subtraction)
devoid of visible topographic defects, as shown in
Fig. 1(a). The spatial variability of switching behavior is
studied by switching spectroscopy PFM (SS-PFM) [18].
The majority of the sample surface exhibits nearly ideal
hysteretic behavior (not shown). However, in several loca-
tions the recorded loops exhibit a pronounced fine struc-
ture. Several examples are shown in Fig. 1(d), in which
single and multiple shoulders are evident. This behavior
can be further illustrated in the first numerical derivative of
the hysteresis loops, as shown in Figs. 1(e)–1(g). Notably,
these fine-structure features are highly reproducible (up to
256 loops have been collected at a single point with
negligible variation) and also change gradually between
adjacent locations.

The observed loop fine structure suggests local devia-
tions in the switching process from that in an ideal material
due to defect-domain interactions. To determine the effect
of a defect on polarization switching, we analyze the
switching process within the framework of the Landauer-
Molotskii model [7,19]. The free energy of the semiellip-
soidal domain is
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where r is the domain radius, l is its length, S the surface
area,  S the domain wall energy density, and PS the
magnitude of spontaneous polarization. The expression
for the depolarization factor nD�r; l� is given in Ref. [20].
The electric field established by the probe is Ep3 �x� �
�r’p�x�, and the electric field created by the defects is
Ed3�x� � �r’d�x� (random bond disorder).

Following Ref. [21], we analyze the switching in the
presence of a surface field defect. This model is chosen
since (a) the PFM probe electric field is maximal on the
surface, and hence surface defects affect nucleation more
strongly, and (b) the defect concentration near the surface
is typically much larger than in the bulk. To develop the
analytical description, we adopt the Gaussian field distri-
bution for the ith defect, i.e., assume
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where ESi is the built-in field amplitude, hdi � rdi is the
penetration depth, rdi is the characteristic radius, and x0i �
fx0i; y0i; 0g is the defect position. The analysis is performed
assuming that the semiellipsoidal domain is axisymmetric,
but allowing for defect-induced shift of the domain center
b � fb1; b2; 0g compared to the PFM tip apex location,
a � fa1; a2; 0g [see Fig. 3(a)]. Thus, ja� bj is the tip-
domain separation. The domain sizes r, l and position b
are determined from the minimum of free energy in Eq. (1)
[22,23].

The schematics of domain evolution for different tip-
defect distances are summarized in Fig. 2. The numerical
analysis of the switching process illustrates that under
conditions l	 d, l	 hdi and r < d (where d is the
charge-surface separation or tip size) for large field
strength ES � 108–1010 V=m the nucleation process is
initiated at the defect location. On increasing the bias,
the domain rapidly shifts towards the tip location. The
coercive bias shift, �UC � U�C �U

�
C , is
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This shift is only weakly dependent on the spatial extent of
the defect and is determined by the local built-in potential.
Hence, the local nucleation biases are a linear superposi-
tion of the tip and defect, hdiESi, potentials [16].

The immediate consequence of the finiteness of the
defect size, rdi < d, is the emergence of the loop fine
structure, as illustrated in Fig. 2. Specifically, for a tip
located at the defect site, the switching of the material
within the defect occurs for smaller voltages compared to

FIG. 1 (color online). (a) Surface topography and (b) PFM
amplitude image of the BiFeO3 surface before the SS-PFM
experiment. (c) SS-PFM work of switching image.
(d) Hysteresis loop shape in selected locations in (a).
Hysteresis loop fine structure of (e) loop I, (f) loop II and
(g) loop III. Shown are corresponding Gaussian fits. The posi-
tions and areas for each peak are given in parenthesis. The red
circle illustrates the fine-structure feature on the forward branch
studied in this work. Vertical scale in (a) is 20 nm.
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the ideal surface and stops once the domain fills the defect
region. The switching of the remaining part of the sample
occurs at the same voltages as for an ideal surface. This
nonmonotonic growth process results in the fine structure
in hysteresis loop, the size of which is determined by the
ratio of the signal generation volume of PFM and defect
size. Similar behavior is anticipated when the tip is shifted

compared to the defect center. However, in this case,
nucleation is delayed according to Eq. (3). Finally, for
large tip-defect separations the defect volume does not
contribute to the observed PFM signal.

Under the condition b � x0i, the relative change of the
piezoelectric response caused by the nearest ith defect is

 �PR�rSi� 

16rSi
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�
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, the piezoelectric coefficient is

d�33 � d33 �
d31

3 �1� 4��, and � is the Poisson ratio.
Since rSi � rdi, the fine-structure height is a direct measure
of the lateral size of the defect.

To verify the theoretical predictions, the spatial varia-
bility of hysteresis loop fine structure for the region in
Fig. 1 is analyzed. The hysteresis loops have been fitted
by a phenomenological fitting function representing the
sum of the ideal loop and fine-structure features for for-
ward and reverse branches [Fig. 4(a)] [22]. The nucleation
bias map is illustrated in Fig. 4(b). The distribution of the
feature strength (total area below the fine-structure feature)
is illustrated in Figs. 4(c) and 4(d) for forward and reverse
branches. Note that Figs. 4(b) and 4(c) illustrate the ex-
pected spatial signature of a single defect—the depression
in the nucleation bias image and a ring encircling the defect
in the fine-structure image. Further confirmation of this
signature is illustrated in averaged radial profiles in
Figs. 4(e) and 4(f). The feature is present only on the
forward branch of the loop, in agreement with the
random-field character of the defect. Therefore, the spec-
troscopic maps in Figs. 4(b) and 4(c) provide an image of a

FIG. 4 (color online). (a) Schematics of the hysteresis loop
with a single fine-structure feature. 2D maps of (b) negative
nucleation bias and integral fine structure for (c) forward and
(d) reverse branch. Note the depression in (d) and associated ring
structure in (c). Radial averages for (e) nucleation biases and
(f) integral fine structure taken with respect to center of defect.

FIG. 3 (color online). (a) Schematics of domain nucleation in
the vicinity of surface field defect. (b) Schematic dependence of
normalized PR-response on the applied voltage U in the vicinity
of defect. The role of single Gaussian defect parameters
fES; hd; rd; x0g on piezoresponse loop fine-structure maximal
height �PR: (c) ES � 0:9� 109 V=m, hd � 0:4, 1, 2, 3 nm
(curves 1, 2, 3, 4); (d) rd � 10 nm, hd � 0:4, 1, 2, 3 nm (curves
1, 2, 3, 4); (e) ES � 0:9� 109 V=m, rd � 10 nm, hd � 0:4, 0.6,
1.2, 3 nm (curves 1, 2, 3, 4). Material parameters correspond to
BiFeO3 (Ref. [22]), d � 30 nm.

FIG. 2 (color online). Domain growth in the presence of the
defect. (a) For large separations, the defect affects domain
growth only on late stages and hence does not contribute to
the measured signal, corresponding to (b) nearly ideal PFS loops.
(c),(d) For intermediate separations, nucleation can be initiated
at the defect (rather than tip) site, resulting in a small change in
PFM signal for low biases. The domain rapidly shifts towards the
tip at higher voltages, resulting in fine structure in PFS. (e) For
the tip positioned at the center of the defect, the nucleation starts
at low voltages. The growth stops when the domain occupies the
defect region, and resumes only when the bias becomes large
enough to induce domain growth on the ideal surface. The size of
the fine feature (f) is a direct measure of the defect size.
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single random-field defect visualized both through the
changes in the local nucleation bias, and evolution of the
fine-structure feature in the PFS spectra.

Finally, we discuss the relationship between the defect
parameters extracted from the image and the single-point
spectrum analysis. The characteristic size of the single
defect as seen on the PNB image Fig. 4(c) is �60 nm
and built-in potential is �� 2 V. For these values, the
expected magnitude of the fine-structure feature is
�25%–50%, consistent with experimental loop shown in
Fig. 4(a). In comparison, the analysis of a single-point
hysteresis loop fine structure allows us to estimate hdES �
�3:2 V, rd � 60 nm for a defect located in cell (25,20).
Furthermore, the deconvolution suggests the presence of a
second defect with hdES 
 �0:5 V, rd 
 30 nm located
in cell (5,25), as can be observed in the spatially resolved
image [Fig. 4(b)]. Thus, the defect parameters in the
single-point spectra and images are similar, indicative of
the self-consistency of the experimental data and fidelity of
the theoretical model. Note that real-space data provide
better insight into defect location, while spectroscopic data
offer significantly higher resolution in energy space.

To summarize, we have predicted the signature of a
single defect as the fine structure of hysteresis loops in
PFS. Under optimal conditions of tip and surface stability,
the measurements are shown to be highly reproducible and
hysteresis loops with multiple (up to four) discernible
features are demonstrated. The use of a model system
with a low density of defects allowed the visualization of
a single positive random-field type defect both in the
nucleation bias and fine-structure intensity images.
Remarkably, the very rich fine structure of the reverse
branch of hysteresis loops in Figs. 1(e)–1(g) suggests the
presence of multiple negative field defects that cannot be
resolved on spatial maps and necessitate the further devel-
opment of 3D deconvolution algorithms for the SS-PFM
data. This will allow the collective effect of defects on
switching dynamics to be visualized and probed in real
space. These studies of single- or several defect effects on
domain nucleation and wall motion complement the mac-
roscopic and mesoscopic imaging studies [12] that allow
collective effect of defects on wall dynamics to be probed.

From a general perspective, scanning probe microscopy
(SPM) provides a natural platform for local studies of
phase transitions and chemical reactions. The best known
example is protein unfolding spectroscopy, in which a
force applied by an SPM tip to an individual macromole-
cule acts as a stimulus for conformational changes and the
length provides readout of the molecular state [24].
However, this example is unique—in cases such as pres-
sure induced phase transitions (e.g., dislocation nucleation
during indentation process) the process is irreversible,
precluding systematic studies of the role of defects. The
spectroscopic imaging approach can be combined with

other detection methods, e.g., Raman, optical, or electro-
luminescent detection, to study a broad range of reversible
bias-induced phenomena, including crystallization
amorphization in phase change memories or electrochem-
ical reactions. This will open the pathway for studies of
defect-engineered systems and hence understanding of
atomistic mechanisms of these transformations.
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