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A quantum-dynamical analysis of exciton dissociation at polymer heterojunctions is presented, using a
hierarchical electron-phonon model parametrized for three electronic states and 28 vibrational modes.
Two representative interfacial configurations are considered, both of which exhibit an ultrafast exciton
decay. The efficiency of the process depends critically on the presence of intermediate bridge states, and
on the dynamical interplay of high- vs low-frequency phonon modes. The ultrafast, highly nonequilibrium
dynamics is consistent with time-resolved spectroscopic observations.
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Semiconducting �-conjugated polymers are promising
low-cost and flexible materials for electronic devices such
as organic light-emitting diodes (OLEDs) and solar cells
[1–3]. Many of the unique properties of these materials
stem from the combination of the molecular structure of
their building blocks and the extended nature of the
� system. Thus, excitonic states, i.e., electron-hole quasi-
particle states that extend over the polymer strands, play a
central role for the optoelectronic properties [3]. Exciton
formation can result from polaron recombination, e.g., in
OLEDs, or else from the primary photoexcitation step, e.g.,
in photovoltaic systems.

A key feature of organic semiconductors is the
strong coupling between the elementary electronic pro-
cesses and the material’s phonon modes [3,4]—much
stronger than in inorganic semiconductors. This is under-
scored by experimental observations of subpicosecond
scale coherent nuclear motions following photoexcitation
[5]. Further, the ultrafast nature of the electronic decay
processes [6–8] suggests the presence of coherent vibronic
coupling mechanisms, possibly determined by conical in-
tersection topologies—very similar to the photophysics of
polyatomic molecules and to Jahn-Teller effects in solids
[9]. These observations call for a microscopic-level,
quantum-dynamical interpretation of the basic charge-
and energy-transfer processes.

In this Letter, we focus on the role of electron-phonon
coupling in the charge-transfer processes at bulk polymer
heterojunctions [10]; these provide conditions for an ex-
tremely efficient charge separation at the interface between
different phase-segregated polymers. The primary excita-
tion is a photogenerated exciton stabilized by the electron-
hole Coulombic interaction (with a typical binding energy
of �B � 0:5 eV [2]). Because of the highly folded interfa-
cial area in bulk heterojunctions, the exciton has a high
probability of reaching the interface within the diffusion
length (typically �20 nm). The exciton decay towards a
charge-separated state (‘‘exciplex’’) is largely determined
by molecular-level electronic interactions at the interface.
To a first approximation, the efficiency of charge genera-

tion depends on the ratio between �B and the band offset
between the two polymer species [10,11]. Recent time-
resolved photoluminescence studies have shown that the
exciton decay—and possible exciton regeneration—fall
into a (sub)picosecond regime [7,8]. While the elementary
processes at the polymer interface are crucial for the device
function and optimization, these processes are not well
characterized as yet on the microscopic side. Against
this background, we propose a strategy which combines
a molecular-level electronic structure and quantum-
dynamical characterization of the system with a sampling
over the relevant interface configurations.

We specifically consider a heterojunction com-
posed of the poly�9; 9-dioctylfluorene-co-N-
�4-butylphenyl�diphenylamine� (TFB) and poly[9,9-dio-
ctylfluorene-co-benzothiadiazole] (F8BT) polymer com-
ponents [7,11]. At the TFB:F8BT heterojunction, �B is
found to be similar to the band offset, so that both exciton
decay and regeneration phenomena are expected to occur.
Semiempirical calculations were used to identify the rele-
vant electronic states and parametrize the vibronic cou-
pling Hamiltonian used below [see Eq. (1)] for 28 explicit

FIG. 1 (color online). Schematic illustration of (a) the eclipsed
vs staggered configurations of the TFB:F8BT donor-acceptor
heterojunction under study and (b) the photoexcitation process
and potential crossings, involving the XT (green or gray), CT
(mauve or dark gray), and IS (ochre or light gray) states. The
minima and Franck-Condon (vertical) energies correspond to the
computed adiabatic (relaxed) and vertical excitation energies,
respectively, for the E configuration.
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phonon modes covering the high-frequency (C——C stretch)
and low-frequency (ring-torsional) phonon branches [11–
13]. Two representative interface structures are investi-
gated, i.e., an eclipsed (E) configuration with �-stacked
fluorene units and a staggered (S) configuration with lat-
erally displaced chains [14], see Fig. 1. For the E configu-
ration, single-particle interchain hopping terms were
included [11], while these were assumed to be absent in
the S configuration. The exciton state (XT), which is the
lowest excited state with significant oscillator strength,
mainly has electron-hole density on the F8BT moiety,
while the lowest-lying interfacial charge-transfer state
(CT) corresponds to a TFB�-F8BT� charge-separated
state [15]. Among the manifold of remaining states, one
is found to exhibit a strong coupling to the XT state [12];
this higher-lying charge-transfer state will be considered as
an intermediate state (IS) in the following. Recent experi-
mental studies provide strong indications that such an
intermediate state could play a crucial role in the photo-
current generation [7].

To interpret the nonadiabatic decay of the exciton state,
we apply a three-state vibronic coupling model in con-
junction with highly accurate wave packet propagation
techniques, i.e., the multiconfiguration time-dependent
Hartree (MCTDH) method [16]. In particular, we use a
linear vibronic coupling (LVC) model [9] which is appro-
priate in view of the moderate nuclear displacements dur-
ing the process. The N-mode LVC Hamiltonian (here,
N � 28) reads as follows, using mass and frequency
weighted coordinates and atomic units (@ � 1),
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Here, 1 and C denote the unit matrix and a coordinate
independent constant matrix, respectively; the !i, pi �
�i@=@xi, and xi are the frequencies, momenta, and dis-
placements along the vibrational normal modes. The di-
agonal and off-diagonal potential terms correspond to the
diabatic potentials and couplings. The model Eq. (1) allows
for the presence of conical intersections between pairs of
electronic states at nuclear configurations where the dia-
batic coupling vanishes and the adiabatic states become
degenerate [9]. The E vs S configurations generate signifi-
cantly different model parametrizations [17], pertaining to
a strong-coupling vs weak-coupling regime, respectively.

We further apply a recently developed effective-mode
representation of the LVC model [18], which separates the
Hamiltonian into effective-mode vs residual-mode parts,

 H � Heff �Hres: (2)

By an orthogonal coordinate transformation, X � Tx, a

subset of effective modes is generated which subsume all
vibronic coupling terms of an electronic Ns-state system
into 1

2Ns�Ns � 1� effective modes [18]. This construction,
which was previously applied to two-state systems (three
effective modes) [13,18,19], is here extended to three
electronic states (six effective modes),
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where the parameters and modes X are defined by exten-
sion of the two-state construction described in
Refs. [13,18]. Two of the six effective modes (i.e., X1

and X2) are chosen as topology-adapted modes which
span the branching plane [9,18] for a given pair of elec-
tronic states (here, states 1 and 2), i.e., the plane along
which the degeneracy at the conical intersection is lifted,
see Fig. 2. Several of the coupling constants in Eq. (3), i.e.,
the ��12�

i (i 	 2), Di (i 	 3), Ki (i � 4, 5, 6), ��13�
i (i � 5,

6), and ��23�
6 , are zero by construction.

The residual modes, Xi, i � 7; . . . ; N, do not couple
directly to the electronic subsystem, but couple bilinearly
to the effective modes. By analogy with our recent two-
state analysis [13], Hres can be transformed to a band-
diagonal structure, yielding the nth-order Hamiltonian

 H �n� � Heff �
Xn

l�1

H�l�res; (4)

FIG. 2 (color online). Projections of the coupled diabatic XT,
CT, and IS PESs (E configuration) onto the XT-CT branching
plane. The white and black circles indicate the conical intersec-
tion and Franck-Condon geometry, respectively.
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where each lth-order residual term comprises 6 modes,
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For 6� 6n � N, the nth-order HamiltonianH�n� is equiva-
lent to the original Hamiltonian Eq. (1).

We refer to Eqs. (2) and (3) in conjunction with Eqs. (4)
and (5) as a hierarchical electron-phonon (HEP) model
[13,19]. Successive orders H�n� of the HEP Hamiltonian
can be shown to conserve the moments (cumulants) of the
original Hamiltonian up to the (2n� 3)rd order [13].
Truncation of the HEP Hamiltonian creates a series of
reduced-dimensionality models, associated with approxi-
mate nth-order propagators which accurately reproduce
the dynamics of the overall system up to a certain time.
Whether or not Heff by itself can account for the ultrafast
exciton decay depends on the diabatic coupling strength
and local topology. In our previous analysis of a two-state
XT-CT model [13], the HEP construction had to be taken
to the order H�1� to obtain a qualitatively correct descrip-
tion. While Heff turns out to be essentially determined by
high-frequency C——C stretch modes which dominate the
coupling to the electronic subsystem, H�1�res is composed of
low-frequency ring-torsional modes; these latter modes
have been shown to play a crucial role in producing the
ultrafast exciton decay [13].

Figure 2 shows the diabatic XT, CT, and IS potential
energy surfaces (PES) of the E configuration, for a cut
through the XT-CT branching plane defined in terms of the
effective modes (X1, X2). As can be inferred from the
figure, the exciton dissociation process is determined by
a landscape of multiple intersecting surfaces, and the
branching plane topology is a key factor in the nonadia-
batic dynamics. Of particular interest for the present analy-
sis is the role of the intermediate state (IS) that could
mediate the exciton decay.

Figure 3(a) shows the population evolution obtained
from MCTDH simulations for the overall 3-state, 28-
mode system (E configuration) according to Eq. (1). An
ultrafast initial XT! CT decay takes place (�50% at
100 fs), followed by an oscillatory behavior of the XT,
CT, and IS populations which is found to persist over a
0.5 ps interval. A steady increase of both the CT and IS
populations is observed. An analogous simulation for the S
configuration [Fig. 3(c)] also shows a subpicosecond de-
cay, even though on a somewhat slower time scale; here,
the IS population always remains small. Given that the S
configuration features significantly weaker couplings
(��12�

1 ’ 0:005 eV) than the E configuration (��12�
1 ’

0:04 eV), the fast XT decay may appear surprising.
To investigate the respective roles of the direct (XT!

CT) vs indirect (bridge-mediated) pathways, we have car-
ried out complementary simulations that were restricted to

the two-state XT-CT subspace [Figs. 3(b) and 3(d)]. These
show for both the E and S configurations that a much less
pronounced XT decay is observed in the absence of the IS
state [20]. Hence, the efficient exciton dissociation of
Figs. 3(a) and 3(c) is to a significant extent due to the
indirect XT! IS! CT pathway; that is, the IS state
mediates the charge separation (while also acting as a
competing final state). That an ultrafast decay is observed
for both the E and S structures suggests that the exciton
decay is dynamically robust [21]. Despite the marked
differences in the spectroscopy of the E vs S configurations
[14], the dynamical signatures are apparently similar.

The remaining part of the analysis addresses the HEP
construction of Eqs. (2)–(5), with the twofold objective of
identifying a reduced-dimensionality picture of the dynam-
ics and understanding the role of the different types of
phonon modes, i.e., high-frequency C——C stretch modes
(constituting Heff) vs low-frequency ring-torsional modes
(constitutingH�1�res). As shown in Fig. 4, the high-frequency
modes by themselves, at the level of the 6-mode H�0� �
Heff model, give a better approximation of the dynamics
for the E configuration (strong-coupling case) than for the
S configuration (weak-coupling case). Inclusion of the
low-frequency modes, at the level of the 12-mode H�1�

approximation, results in a qualitatively correct description
in both cases. Finally, the H�2�, 18-mode approximation is
essentially identical to the full-dimensional, 28-mode re-
sult on a �1 ps time scale. The HEP analysis underlines
that the high-frequency modes dominate the coherent
short-time dynamics while the low-frequency modes in-
duce energy redistribution and dephasing [13]. The present
observations point to the generic nature of this pattern for

FIG. 3 (color online). Time-evolving state populations for
(a) the full 3-state 28-mode wave packet propagation for the E
configuration, and (b) a complementary 2-state 28-mode calcu-
lation for the E configuration that was restricted to the XT-CT
subspace; (c) and (d) are analogous calculations for the S
configuration.
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the characteristic two-band phonon distribution. All of
these results would carry over to an initial parametrization
involving a very large number N of phonon modes, e.g.,
thousands of modes. While dynamical calculations accord-
ing to Eq. (1) would not be feasible for such a ‘‘macro-
system,’’ the HEP model gives a correct reduced-
dimensionality description of the ultrafast dynamics.

In summary, we present the results of fully quantum-
dynamical calculations of a model polymer heterojunction
interface, for two representative interface configurations
that generate distinct supermolecular systems. These re-
sults highlight that it is essential to (i) analyze an ensemble
of interface structures, in keeping with the observations of
Refs. [8,14] and (ii) include intermediate states in a mini-
mal model of the heterojunction. While the transfer effi-
ciency at individual avoided-crossing (or conical inter-
section) topologies can depend in a sensitive fashion on
the molecular polymer structure, we conjecture that the
dynamical robustness of the ultrafast decay results from the
presence of multiple decay pathways. The present ap-
proach should contribute to a realistic modeling of the
ultrafast energy and charge-transfer processes in extended
systems, and provide new criteria for material design.
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Scientific, NJ, 2004), Vol. 15.

[10] G. Yu et al., Science 270, 1789 (1995); J. J. M. Halls et al.,
Nature (London) 376, 498 (1995).

[11] E. R. Bittner, J. G. S. Ramon, and S. Karabunarliev,
J. Chem. Phys. 122, 214719 (2005); E. R. Bittner and
J. G. S. Ramon, in Quantum Dynamics of Complex
Molecular Systems, edited by D. A. Micha and
I. Burghardt, Springer Series in Chemical Physics
Vol. 83 (Springer, Heidelberg, 2007).

[12] J. G. S. Ramon and E. R. Bittner, J. Phys. Chem. B 110,
21001 (2006).

[13] H. Tamura, E. R. Bittner, and I. Burghardt, J. Chem. Phys.
126, 021103 (2007); 127, 034706 (2007).

[14] J. G. S. Ramon and E. R. Bittner, J. Chem. Phys. 126,
181101 (2007).

[15] However, the CT state of the E configuration is not purely
polaronic since it does carry oscillator strength to the
ground state through mixing with excitonic configurations
on the F8BT moiety.

[16] H.-D. Meyer, U. Manthe, and L. S. Cederbaum, Chem.
Phys. Lett. 165, 73 (1990); M. H. Beck, A. Jäckle, G. A.
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