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The Enskog equation with respect to orthonormal vielbein fields is derived in this paper,
enabling the utilization of arbitrary coordinate systems to characterize spatial geometry.
Additionally, an adapted coordinate system in the momentum space is employed, con-
nected to the physical space through vielbeins. Within this framework, the momentum
component perpendicular to a curved boundary can be treated as an independent one,
facilitating the application of half-range Gauss-Hermite quadratures. An appropriate finite-
difference lattice Boltzmann model is developed and validated against a direct simulation
Monte Carlo particle-based method for solving the Enskog equation in curvilinear geome-
tries. The test scenarios include cylindrical Couette flow, cylindrical Fourier flow between
coaxial cylinders, and spherical Fourier flow between concentric spheres. Reasonable
agreement between the two approaches is observed throughout the parameter range and
curvature-specific effects are well captured.
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I. INTRODUCTION

Rarefied gas flows characterized by non-negligible Knudsen numbers (Kn), representing the ratio
between the mean-free path of fluid molecules and the characteristic length of the flow domain, have
traditionally been investigated numerically using the Boltzmann equation, treating fluid constituents
as point particles. However, when the mean-free path becomes comparable to the particle size,
the finite molecular size’s influence becomes critical [1]. Practical applications involving this
scenario are the single-bubble sonoluminescence [2], high-pressure shock tubes [3], flows through
microfabricated nanomembranes [4], and the gas extraction in unconventional reservoirs [5,6].
The Enskog equation [7] provides a means to extend the kinetic theory description beyond the
dilute-gas Boltzmann limit. Unlike the Boltzmann approach, the Enskog equation accounts for
the finite size of gas molecules, incorporating space correlations between colliding molecules,
molecular mutual shielding, and reduction of available volume [1,7–10]. Numerical solutions of the
Enskog equation can be achieved through probabilistic or deterministic methodologies, mirroring
the approaches used for the Boltzmann equation. Deterministic techniques, including the Monte
Carlo quadrature method [11], the fast spectral method [5,12], and the Fokker-Planck approximation
[13,14], have been applied to tackle the Enskog equation. On the other hand, probabilistic methods
have emerged, inspired by the success of the direct simulation Monte Carlo (DSMC) method
pioneered by Alexander et al. [15], Montanero et al. [16], and Frezzotti [17]. These methods have
been applied to investigate dense gases near solid walls in microchannels and nanochannels [17–23].
Its extension to weakly attracting hard-sphere systems has demonstrated efficacy in characterizing
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various phenomena, including monoatomic [24–27], polyatomic fluids [28,29], mixtures [30], the
formation and rupture of liquid menisci in nanochannels [31], as well as the growth or collapse
dynamics of spherical nanodroplets and bubbles [32]. Despite their reliability, these methods are
computationally intensive. To address this, a common approach is to simplify the Enskog collision
integral by expanding it into a Taylor series. This simplification, utilized in lattice Boltzmann (LB)
models, has been successful in investigating nonideal gases [33–35] and multiphase flows [36].
More recently, the simplified Enskog collision operator has been successfully implemented in vari-
ous solvers, including the discrete unified gas kinetic scheme (DUGKS) [37], the discrete velocity
method (DVM) [23,38], the discrete Boltzmann method (DBM) [39,40], the double-distribution
lattice Boltzmann model (DDLB) [41], and the finite-difference lattice Boltzmann (FDLB) models
[42,43]. These solvers offer computationally efficient alternatives for investigating microscale flow
phenomena while maintaining reasonable accuracy.

In this paper, the recently introduced finite-difference lattice Boltzmann (FDLB) model for
bounded dense gas flows [43] is further extended to tackle flows in curvilinear geometries. In
the literature, it is a common approach to leverage the symmetries inherent in non-Cartesian
geometries through the use of curvilinear geometry-fitted coordinates [44–49]. These coordinates
can be selected such that the boundary aligns orthogonally with the unit vector along one of the
curvilinear axes. To ensure the implementation of the half-range quadratures [50,51] along the
direction perpendicular to the boundary, an additional step is necessary: the momentum space
must be adjusted to align with the new coordinate system, ensuring that the momentum vector
components consistently align with the unit vectors corresponding to the curvilinear coordinates. In
Ref. [52], the relativistic Boltzmann equation has been expressed in conservative form with respect
to a vielbein (i.e., tetrad) field and a general choice for the parametrization of the momentum space.
Later, in Ref. [51], a formulation of the Boltzmann equation with respect to general coordinates
has been presented. In order to keep the momentum space tied to the new coordinate frame, an
orthonormal vielbein field (i.e., triad consisting of the nonholonomic unit vectors of the coordinate
frame) has been employed, with respect to which the momentum space degrees of freedom are
defined. The resulting Boltzmann equation contains inertial forces that ensure that freely streaming
particles travel along straight lines in the original Cartesian geometry. Following [51], the same
vielbein framework is applied to the Enskog equation, in order to tackle the flow of dense gases
in curvilinear geometries. This framework has been successfully applied to the torus geometry
involving binary fluids [53].

Furthermore, the applicability of the proposed scheme to dense gas flows enclosed inside curved
boundaries is demonstrated by considering the cylindrical Couette flow and cylindrical Fourier flow
between coaxial cylinders, as well as the spherical Fourier flow between concentric spheres. In
particular, the cylindrical and spherical coordinates are used to parametrize the flow domain, such
that the boundaries are orthogonal to the radial directions R and r, for cylindrical and spherical coor-
dinates systems, respectively. After expressing the momentum-space vectors with respect to the unit
vectors, the mixed-quadrature lattice Boltzmann (LB) models introduced in Ref. [50] are employed.
The mixed quadrature models allow the half-range or full-range Gauss-Hermite quadratures to be
independently used on the coordinate axes of the momentum space. Quadrature methods generally
result in off-lattice velocity sets where the number of vectors increases with the quadrature order,
therefore, it is convenient to employ finite-difference methods. The implementation of the inertial
forces requires the theory of distributions, as discussed in Refs. [51,54].

The structure of the paper is as follows. For the readers’s convenience, in the first part of Sec. II,
the simplified Enskog equation is presented along with the Shakhov collision term in Cartesian
coordinates. The extension to general coordinates and the vielbein framework is discussed further as
well as the cylindrical and spherical cases specific to the problems addressed in this study. The finite-
difference lattice Boltzmann (FDLB) model with mixed quadratures used to numerically solve the
simplified Enskog equation in cylindrically and spherically symmetric setups is briefly introduced
in Sec. III. This model relies on half-range Gauss-Hermite quadratures in order to account for the
boundary-induced discontinuities. The computer simulation results for the cylindrical Couette and
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the Fourier flows between coaxial cylinders, as well as for the Fourier flow between concentric
spheres, are reported in Sec. IV. The paper is concluded in Sec. V.

II. LATTICE BOLTZMANN MODEL IN CURVILINEAR GEOMETRIES

The Enskog equation, proposed in 1922 [7], describes the evolution of a system consisting of
rigid spherical molecules. Unlike Boltzmann’s equation, which assumes molecules as pointlike
particles subjected to local collisions, Enskog’s equation takes into account also the volume of the
fluid molecules. This volume restricts the free movement space available to each particle, leading
to an increased number of collisions. Additionally, the collisions between particles are nonlocal,
occurring when the centers of the two colliding molecules are separated by one molecular diameter.
The Enskog equation can be written as follows [8–10]:

∂ f

∂t
+ p

m
· ∇x f + F · ∇p f = JE =

∫ {
χ

(
x + σ

2
k
)

f (x, p∗) f (x + σk, p∗
1 )

− χ

(
x − σ

2
k
)

f (x, p) f (x − σk, p1)

}
σ 2(pr · k)dk d p1, (1)

where m denotes the particle mass, F = ma represents the external body force, f ≡ f (x, p, t ) is the
single-particle distribution function, σ represents the molecular diameter, pr = p1 − p is the relative
momentum, and k is the unit vector specifying the relative position of the two colliding particles.
The time dependence of the distribution function is omitted for brevity. At time t , the distribution
function f provides the number of particles located within the phase space volume dx d p centered at
the point (x, p). The right-hand side of the equation above is the Enskog collision operator, denoted
JE .

The influence of the molecular diameter σ on the collision frequency is embedded within the
contact value of the pair correlation function χ . In the standard Enskog theory (SET), χ ≡ χSET

is assessed at the contact point of two colliding particles within a fluid assumed to be in uniform
equilibrium [9]. An approximate yet precise expression for χSET reads as

χSET[n] = 1

nb

(
Phs

nkBT
− 1

)
= 1

2

2 − η

(1 − η)3
, (2)

which is derived from the equation of state (EOS) for the hard-sphere fluid proposed by Carnahan
and Starling [55]. Here, n represents the particle-number density, η = bρ/4 is the reduced particle
density (b = 2πσ 3/3m), Phs is the pressure of the hard-sphere fluid, kB is the Boltzmann constant,
and T is the temperature. The square brackets in Eq. (2) indicate functional dependence.

In the revised Enskog theory (RET), the fluid is assumed to be in a nonuniform equilibrium state
[9,10,56], leading to a position-dependent particle-number density. In this scenario, an effective
approximation for the radial distribution function is obtained using the Fischer-Methfessel (FM)
prescription [57]. This involves substituting the actual value of the particle-number density n in
Eq. (2) with the average particle density n computed over a spherical volume of radius σ , centered
at x − σ

2 k:

χRET−FM

[
n
(

x − σ

2
k
)]

= χSET

[
n
(

x − σ

2
k
)]

. (3)

The average particle density n is defined as

n(x) = 3

4πσ 3

∫
R3

n(x′)w(x, x′) dx′, w(x, x′) =
{

1, ‖x′ − x‖ < σ,

0, ‖x′ − x‖ � σ.
(4)

The Enskog collision operator JE can be viewed as an extension of the Boltzmann collision operator
which accounts for particles with spatial extent. As the molecular diameter σ tends towards zero,
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the contact value of the pair correlation function approaches unity (χ → 1), thereby recovering the
Boltzmann collision operator [8,9].

Assuming that the pair correlation function χ and the distribution functions appearing in the
Enskog collision integral JE are smooth around the contact point x, one can approximate these
functions using a Taylor series expansion around x, leading to the simplified Enskog collision
operator JE ≈ J0 + J1 [8,9]:

J0 ≡ J0[ f ] = χ

∫
( f ∗ f ∗

1 − f f1)σ 2(pr · k)dk d p1, (5)

J1 ≡ J1[ f ] = χσ

∫
k( f ∗∇ f ∗

1 + f ∇ f1)σ 2(pr · k)dk d p1

+σ

2

∫
k∇χ ( f ∗ f ∗

1 + f f1)σ 2(pr · k)dk d p1. (6)

The term J0[ f ] corresponds to the conventional collision term of the Boltzmann equation multiplied
by χ and is treated as such by applying the relaxation time approximation. In this study, the Shakhov
collision term is employed [58,59]:

J0[ f ] = − 1

τ
( f − f S ), (7)

where τ represents the relaxation time and f S is the equilibrium Maxwell-Boltzmann distribution
multiplied by a correction factor [58–61]:

f S = f MB

[
1 + 1 − Pr

PikBT

(
ξ2

5mkBT
− 1

)
ξ · q

]
. (8)

The Maxwell-Boltzmann distribution f MB is defined as

f MB = n

(2mπkBT )3/2
exp

(
− ξ2

2mkBT

)
, (9)

and the heat flux q is obtained using q = ∫
d3 p f ξ2

2m
ξ

m , where ξ = p − mu represents the peculiar
momentum, Pr = cPμ/λ denotes the Prandtl number, cP = 5kB/2m is the specific heat at constant
pressure, μ is the shear viscosity, λ is the thermal conductivity, and Pi = ρGT = nkBT is the ideal
gas equation of state, with G being the specific gas constant. It is important to note that although the
Shakhov model does not guarantee the non-negativity of the correction factor and the H-theorem
has not been proven, the model has been successfully implemented and its accuracy has been tested
through comparisons with experimental [60,62,63] or DSMC [61,64–66] results.

The term J1[ f ] can be approximated by replacing the distribution functions ( f ∗, f ∗
1 , f , f1) with

their corresponding equilibrium distribution functions and integrating over k and p1 to obtain [8,9]

J1[ f ] ≈ J1[ f MB] = −bρχ f MB

{
ξ ·

[
∇ ln(ρ2χT ) + 3

5

(
ζ 2 − 5

2

)
∇ ln T

]
+2

5

[
2ζζ : ∇u +

(
ζ 2 − 5

2

)
∇ · u

]}
, (10)

where ζ = ξ/
√

2RT . Incorporating these approximations, the Enskog equation (1) can be expressed
as

∂ f

∂t
+ p

m
∇x f + F · ∇p f = − 1

τ
( f − f S ) + J1[ f MB]. (11)
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A. Enskog equation in curvilinear coordinates

In certain situations, it is convenient to introduce a set of arbitrary coordinates {x1̃, x2̃, x3̃}, where
x̃ı ≡ x̃ı (x, y, z) (in this paper, the analysis is restricted to time-independent coordinate transforma-
tions). This coordinate transformation induces a metric g̃ıj̃ , as follows:

ds2 = δi jdxidx j = dx2 + dy2 + dz2 = g̃ıj̃ dx̃ıdxj̃ , (12)

such that

g̃ıj̃ = δi j
∂xi

∂ x̃ı

∂x j

∂xj̃
. (13)

The Enskog equation (1) can be written with respect to these new coordinates as follows:

∂ f

∂t
+ p̃ı

m

∂ f

∂ x̃ı
+

(
F ı̃ − 1

m
� ı̃

j̃ k̃ p̃j p̃k

)
∂ f

∂ p̃ı
= JE [ f ], (14)

where the components p̃ı and F ı̃ (with respect to the new coordinates) are related to the components
pi and F i (expressed with respect to the old coordinates) through p̃ı = ∂ x̃ı

∂xi pi, F ı̃ = ∂ x̃ı

∂xi F i. The
Christoffel symbols � ı̃

j̃ k̃ appearing in Eq. (14) are defined as

� ı̃
j̃ k̃ = ∂ x̃ı

∂x


∂2x


∂xj̃∂xk̃
= 1

2
g̃ı
̃

(
∂k̃g
̃̃j + ∂̃j g
̃̃k − ∂
̃gj̃ k̃

)
.

The above formalism is sufficient to adapt the coordinate system to a curved boundary. However,
the transition to an LB model is not straightforward since the momentum space has an intrinsic
dependence on the coordinates. Indeed, the Maxwellian distribution f MB (9) expressed with respect
to the new coordinates reads as

f MB = n

(2πmT )
3
2

exp

[
− g̃ıj̃ ( p̃ı − mũı )( p̃j − muj̃ )

2mT

]
, (15)

while its moments are calculated as

M ı̃1,...,̃ın
MB = √

g
∫

d3 p̃ f MB p̃ı1 . . . p̃ın , (16)

where g is the determinant of the metric tensor g̃ıj̃ .
In order to eliminate the burden of this metric dependence in the expression for the Maxwellian,

it is convenient to introduce a triad (vielbein) with respect to which the metric is diagonal [51]:

g̃ıj̃ dx̃ıdxj̃ = δâb̂ω
âωb̂, ωâ = ωâ

j̃ dxj̃ , (17)

where ωâ are the triad one-forms and it follows that

g̃ıj̃ = δâb̂ω
â
ı̃ ω

b̂
j̃ . (18)

The above equation allows three degrees of freedom for the system {ωâ
j̃ }, corresponding to the

invariance of the right-hand side of Eq. (18) under rotations with respect to the hatted indices. It
is possible to define triad vectors dual to the above one-forms by introducing the following inner
product [51]:

〈ωb̂, eâ〉 ≡ ẽı
âω

b̂
ı̃ = δb̂

â, where eâ = ẽı
â

∂

∂ x̃ı
. (19)
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Using the above triad, the components of vectors can be expressed as pâ = ωâ
ı̃ p̃ı, such that

g̃ıj̃ p̃ı p̃j = δâb̂ pâ pb̂, resulting in the following Maxwellian:

f MB = n

(2πmT )
3
2

exp

[
−δâb̂(pâ − muâ)(pb̂ − mub̂)

2mT

]
, (20)

where the metric dependence disappeared. Its moments can be written as

Mâ1,...,âs
MB =

∫
d3 p̂ f MB pâ1 . . . pâs . (21)

Also, the moments of the distribution function f are given by

Mâ1,...,âs =
∫

d3 p̂ f pâ1 . . . pâs . (22)

In curvilinear coordinates, the Enskog equation reads as

∂ f

∂t
+ pâ

m
ẽı

â

∂ f

∂ x̃ı
+

(
F â − 1

m
�â

b̂ĉ pb̂ pĉ

)
∂ f

∂ pâ

= − 1

τ
( f − f S ) − bρχ f MB

{
ξ â ·

[
∇â ln(ρ2χT ) + 3

5

(
ζ 2 − 5

2

)
∇â ln T

]
+2

5

[
2ζ âζ b̂ : ∇âub̂ +

(
ζ 2 − 5

2

)
∇â · uâ

]}
, (23)

where ζ â = ξ â/
√

2RT . In the above, the Enskog collision operator is replaced with the simplified
Enskog collision operator.

The relations between the distribution function f and the particle-number density n, macroscopic
velocity uâ, stress tensor T âb̂, and heat flux qâ are listed below:

n =
∫

d3 p̂ f , uâ = 1

ρ

∫
d3 p̂ f pâ, (24a)

T âb̂ =
∫

d3 p̂ f
ξ âξ b̂

m
, qâ =

∫
d3 p̂ f

ξ2

2m

ξ â

m
, (24b)

where ρ = mn, ξ â = pâ − muâ, ξ2 = δâb̂ξ
âξ b̂, and the internal energy is e = 1

2n T â
â. The macro-

scopic fluid equations are

Dn

Dt
+ n(∇ · u) = 0, ρ

Duâ

Dt
= nF â − ∇b̂T âb̂, (25a)

n
De

Dt
+ ∇âqâ + T âb̂∇âub̂ = 0, (25b)

where D/Dt = ∂t + uâ∇â is the material derivative, while e = 3
2 T is the internal energy. The heat

flux qâ and the stress tensor T âb̂ are given by

qâ = −λ∇âT, (26)

T âb̂ = δâb̂P − μ

(
∇âub̂ + ∇b̂uâ − 2

3
δâb̂∇ĉuĉ

)
, (27)

where P = Pi(1 + bρχ ) is the equation of thermodynamic pressure of a gas in uniform equilibrium.
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The thermal conductivity λ and the shear viscosity μ, which appear in Eqs. (26), are given by [9]

μ = τPi = μ0

[
1

χ
+ 4

5
(bρ) + 4

25

(
1 + 12

π

)
(bρ)2χ

]
, (28)

λ = 5kB

2m

τPi

Pr
= λ0

[
1

χ
+ 6

5
(bρ) + 9

25

(
1 + 32

9π

)
(bρ)2χ

]
. (29)

In these equations, μ0 = 5
16σ 2

√
mkBT

π
and λ0 = 75kB

64mσ 2

√
mkBT

π
represent the viscosity coefficient and

the thermal conductivity for an ideal gas of hard-sphere molecules at temperature T . For a dense
gas, the Prandtl number Pr is expressed as [9]

Pr = 2

3

1 + 4
5 bρχ + 4

25

(
1 + 12

π

)
(bρχ )2

1 + 6
5 bρχ + 9

25

(
1 + 32

9π

)
(bρχ )2

. (30)

The dilute limit σ → 0 corresponds to Pr = 2
3 . The Chapman-Enskog expansion of Eq. (23)

provides relationships between the relaxation time τ and the transport coefficients. In this context,
the relaxation time τ is expressed as

τ = μ

Pi
. (31)

The quantity μ encompasses both kinetic and potential contributions, which account for the flow of
molecules and the collisional effects on the transfer of momentum and energy in the gas [8,9]. The
relaxation time approximation effectively captures the collisional transfer resulting from nonlocal
molecular collisions. It is worth noting that the viscosity of a dense gas with a fixed reduced density
η can be adjusted by varying the molecular diameter σ and the number density n.

The Knudsen number is defined as the ratio of the mean-free path and a characteristic length
(i.e., the distance between cylinders and spheres):

Kn = λ

L
= 1

6
√

2η0χ (η0)C
, (32)

where C = L/σ is the confinement ratio [12,22,23].
This paper primarily concentrates on benchmarking the cylindrical Couette flow, as well as the

cylindrical and spherical Fourier flow. In these cases, the steady flow either lacks bulk motion or
exhibits motion perpendicular to the direction in which the gas density varies. Consequently, the
bulk viscosity does not have an impact in these cases.

The model equation, incorporating the simplified Enskog collision operator J1 [Eq. (10)], is
constructed utilizing a limited set of low-order derivatives. This approach leads to the exclusion
of higher-order terms, thereby sacrificing certain details of the system’s behavior. However, this
omission of high-order information in J1, which does not appear in the momentum and energy
transfer during collisions, is reintroduced in the kinetic transfer of momentum and energy through
the relaxation time (31) and the Prandtl number (30) in the collision term J0[ f ] (7). Consequently,
the resultant stress tensor and heat flux from the current kinetic model align with those derived
from the Enskog equation. It is worth noting that the bulk viscosity term, absent in this formulation,
can be reinstated by incorporating a second-order term in the Taylor expansion of the Enskog
collision integral, as outlined in Refs. [23,67]. Hence, for the scope of this study, the focus is on
flows where the bulk viscosity does not play a role. Consequently, when comparing heat fluxes
obtained in the cylindrically and spherically symmetric Fourier flow, the simulation results using the
PM will contain the total heat flux, both kinetic and potential contributions as defined in Ref. [20].

B. Cylindrical coordinates

Let us specialize the formalism of Sec. II A to the case of the Couette and Fourier flow between
coaxial cylinders. To describe the geometry of this flow, it is convenient to introduce cylindrical
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coordinates {x̃ı} = {R, ϕ, z} through x = R cos ϕ and y = R sin ϕ. The line element in cylindrical
coordinates and the associated triad are

ds2 = dR2 + R2dϕ2 + dz2, eR̂ = ∂R, eϕ̂ = R−1∂ϕ, eẑ = ∂z. (33)

The nonvanishing connection coefficients for the triad (33) are

�R̂
ϕ̂ϕ̂ = − 1

R
, �ϕ̂

R̂ϕ̂ = 1

R
. (34)

The Enskog equation when the flow is homogeneous with respect to ϕ and z reads as

∂ f

∂t
+ 2pR̂

m

∂ ( f R)

∂R2
+ 1

mR

[
(pϕ̂ )2 ∂ f

∂ pR̂
− pR̂ ∂ ( f pϕ̂ )

∂ pϕ̂

]
= 1

τ
( f − f S ) − bρχ f MB

{
ξR

[
∂R ln(ρ2χT ) + 3

5

(
ζ 2 − 5

2

)
∂R ln T

]
+2

5

[
2ζ âζ b̂ : ∇âub̂ +

(
ζ 2 − 5

2

)
∂RuR

]}
. (35)

The advection term is implemented following Ref. [68].

C. Spherical coordinates

To describe the spherical Fourier flow, the spherical coordinates {x̃ı} = {r, θ, ϕ} are introduced
through x = r sin θ cos ϕ, y = r sin θ sin ϕ and z = r cos θ . The line element in spherical coordi-
nates and its associated triad are

ds2 = dr2 + r2(dθ2 + sin2 θ dϕ2), er̂ = ∂r, eθ̂ = ∂θ

r
, eϕ̂ = r−1

sin θ
∂ϕ. (36)

For this triad the nonvanishing connection coefficients are

�r̂
θ̂ θ̂ = −�θ̂

r̂θ̂ = −1

r
, �r̂

ϕ̂ϕ̂ = −�ϕ̂
r̂ϕ̂ = −1

r
, �θ̂

ϕ̂ϕ̂ = −�ϕ̂
θ̂ϕ̂ = −cot θ

r
. (37)

Assuming that the flow is homogeneous with respect to θ and ϕ, the Enskog equation reads as

∂ f

∂t
+ 3pr̂

m

∂ ( f r2)

∂r3
+ 1

mr

[
((pθ̂ )2 + (pϕ̂ )2)

∂ f

∂ pr̂
− pr̂

(
∂ ( f pθ̂ )

∂ pθ̂
+ ∂ ( f pϕ̂ )

∂ pϕ̂

)]
= 1

τ
( f − f S ) − bρχ f MB

{
ξ r ·

[
∂r ln(ρ2χT ) + 3

5

(
ζ 2 − 5

2

)
∂r ln T

]
+ 2

5

[
2ζ âζ b̂ : ∇âub̂ +

(
ζ 2 − 5

2

)
∂rur

]}
. (38)

The advection term is implemented following Ref. [69].

III. MIXED QUADRATURE LB MODELS

In this paper the mixed quadrature FDLB models are employed, introduced in
Refs. [50,51,54,70], to obtain the numerical solution of the Enskog equation in cylindrically
and spherically symmetric flows using the simplified Enskog collision operator. These models
are briefly described and the reader is encouraged to refer to the above-mentioned references for
more details. In the case of the cylindrical Couette flow, the dynamics along the z direction is
straightforward. In this context, it is advantageous to integrate out the trivial degrees of freedom in
the momentum space at the level of the model equation. The details can be consulted in Ref. [51].
As discussed in Ref. [71], in the Gauss-Hermite quadrature-based models the moments of the
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distribution function are recovered up to a certain expansion order N . As such, the resulting
evolution of moments up to order N of f is equivalent to that obtained through a Grads expansion
procedure. In all Gauss-Hermite quadrature-based models, the set of distribution functions
corresponding to the elements of the discrete velocity set is used instead of the moment integrals,
resulting in a purely kinetic description of fluid systems.

The velocity sets utilized in these models are determined by Gauss quadrature rules and typically
are off lattice, meaning the velocity vectors cannot align simultaneously with neighboring lattice
sites. Consequently, the commonly employed collide-and-stream paradigm is unsuitable for these
models, necessitating the adoption of finite-difference schemes in this paper to solve the evolution
equations. The chosen methods were the third-order total variation diminishing (TVD) Runge-Kutta
method for time stepping [72], the fifth-order WENO-5 advection scheme [73,74], and the fourth-
order central difference scheme used for gradient evaluation [75].

Another ingredient needed is the evaluation of the average density n̄ in Eq. (4). In spherical
coordinates one has to evaluate intersections of spherical shells in order to compute the integral
in Eq. (4), for which there is an analytic solution. For cylindrical coordinates, one has to rely on
numerically computing the intersection between a cylinder shell and a spherical shell. The procedure
is detailed in Appendix A.

A. Quadrature choice

Depending on the flow regime under consideration, a mixture of full-range Gauss-Hermite (HLB)
and half-range Gauss-Hermite quadratures (HHLB) is considered. Given the choice of the quadra-
ture (full-range or half-range Gauss-Hermite) the total number of quadrature points on the axis a
is Qa = Qa or Qa = 2Qa, respectively, where Qa is the quadrature order. In the nonhomogeneous
direction (i.e., the radial one) the half-range quadratures are employed and their orders are QR and
Qr , in the cylindrical and spherical coordinate systems, respectively. In the homogeneous direction,
the full-range quadratures are employed and their orders are Qϕ and (Qθ , Qϕ ). Such a model is
denoted [50,51,54]

Cylindrical : HHLB(NR; QR) × HLB(Nϕ ; Qϕ ),

Spherical : HHLB(Nr ; Qr ) × HLB(Nθ ; Qθ ) × HLB(Nϕ ; Qϕ ),

where Na represents the order of the expansion of the equilibrium distribution f MB with respect to
axis a, and Qa is the quadrature order.

The choice of the quadrature controls the momentum-space integration as well as the discretiza-
tion of the momentum space. In particular, the moments in Eq. (22) are evaluated as

Cylindrical : Mâ1,...,âs =
QR∑
i=1

Qϕ∑
j=1

fi j

s∏

=1

pâ


i j , (39)

Spherical : Mâ1,...,âs =
Qr∑
i=1

Qθ∑
j=1

Qϕ∑
k=1

fi jk

s∏

=1

pâ


i jk . (40)

A similar prescription holds for the macroscopic quantities appearing in Eq. (24). In the cylindrical
geometry, the discrete momenta components of pi j = {pR̂

i , pϕ̂
j } are indexed on each direction sepa-

rately, where 1 � i � QR and 1 � j � Qϕ . In the spherical case, the discrete momenta components
of pi jk = {pr̂

i , pθ̂
j , pϕ̂

k } are indexed as follows: 1 � i � Qr , 1 � j � Qθ , and 1 � k � Qϕ . Their
components are the roots of the half-range Hermite polynomial hQa (x) of order Qa or of the
full-range Hermite polynomials HQa (x) of order Qa. Since the roots of the Hermite polynomials are
irrational numbers (for full-range Hermite polynomials the roots are rational only for Qa < 3), the
ensuing velocity set is off lattice. In the case of the half-range quadrature, the following convention
is used: the indices i of the quadrature points lying on the positive semiaxis have the values
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1 � i � Qa, while the corresponding index of the points on the negative semiaxis have the values
Qa + 1 � i � 2Qa [51].

As an example, for the spherical coordinate system, the link between the Boltzmann distribution
function f (pR̂, pθ̂ , pϕ̂ ) and the discrete distributions fi jk is given through

fi jk = w
h

i (QR)wH
j (Qθ )wH

k (Qϕ )

ω
(
pR̂

i

)
ω

(
pθ̂

k

)
ω

(
pϕ̂

j

) f
(
pR̂

i , pθ̂
j , pϕ̂

k

)
, (41)

where ω(x) = 1√
2π

e−x2/2 is the weight function for the half-range and full-range Hermite poly-
nomials. The quadrature weights for the full-range Gauss-Hermite and half-range Gauss-Hermite
polynomials, denoted wH

i (Qa) and w
h

i (Qa), respectively, are given by

wH
i (Qa) = Qa!

H2
Qa+1

(
pâ

i

) , w
h

i (Qa) = pâ
i a2

Qa−1

h2
Qa−1

(
pâ

i

)[
pâ

i + h2
Qa

(0)/
√

2π
] , (42)

where a
 = h
+1,
+1

h
,

is written in terms of the coefficients h
,s of xs in the polynomial expansion of

h
(x) [51].

B. Force terms

The terms involving the derivative of f with respect to momentum vector components require
an appropriate treatment since the discretization of the momentum space removes the functional
dependence of f on the momentum. Based on the discussion in Refs. [51,54], the two types of force
terms are

(
∂ f

∂ pâ

)
i jk

=
Qa∑
i′=1

Ka
i,i′ fi′ jk, (43)

(
∂ ( f pâ)

∂ pâ

)
i jk

=
Qa∑
i′=1

K̃a
i,i′ fi′ jk . (44)

The matrix Ka
i,i′ in Eq. (43) has the following form:

Ka,H
i,i′ = −wH

i

Qa−1∑

=0

1


!
H
+1

(
pâ

i

)
H


(
pâ

i′
)
, (45)

Ka,h

i,i′ = w
h

i σ â
i

{
1 + σ â

i σ â
i′

2

Qa−2∑

=0

h


(∣∣pâ
i′
∣∣) ×

[
h
,0√

2π

Qa−1∑
s=
+1

hs,0hs
(∣∣pâ

i

∣∣)
− h
,


h
+1,
+1
h
+1

(∣∣pR̂
i

∣∣)] − 1

2
√

2π
�

QR
0

(∣∣pR̂
i

∣∣)�QR
0

(∣∣pR̂
i′
∣∣)}. (46)

for the full-range and half-range quadrature, respectively. In the above, σ R̂
i and σ R̂

i′ are the signs
of pR̂

i and pR̂
i′ , respectively. The function �n

s (x) is given by �n
s (x) = ∑n


=s h
,sh
(x), as defined in
Refs. [51,54].
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The matrix K̃a
i,i′ involved in Eq. (44) is written as

K̃a,H
i,i′ = − wH

i

Qa−2∑

=0

1


!
H
+1

(
pâ

i

)[
H
+1

(
pâ

i′
) + 
H
−1

(
pâ

i′
)]

,

K̃a,h

i,i′ = − w
h

i

1 + σ â
i σ â

i′

2

Qa−1∑

=0

h


(
pâ

i

)[

 h


(
pâ

i′
) + h2


,0 + h2

−1,0

a
−1

√
2π

h
−1
(
pâ

j′
) + 1

a
−1a
−2
h
−2

(
pâ

i′
)]

for the full-range and half-range quadrature, respectively.

C. Equilibrium distribution function

The construction of the equilibrium distribution function (20) follows the prescription developed
in Refs. [50,51,70]. f MB is factorized with respect to the momentum space, such that

f MB = n gR(pR̂)gϕ (pϕ̂ )gz(pẑ ),

ga(pâ) = 1√
2πmT

exp

[
− (pâ − muâ)2

2mT

]
. (47)

Following the discretization of the momentum space, f MB is replaced by f MB
i jk = n gR,igϕ, jgz,k . The

function ga,k becomes [50,51,70]

gH
a,k = wH

k

Na∑

=0

H


(
pâ

k

) �
/2�∑
s=0

(mT − 1)s(muâ)
−2s

2ss!(
 − 2s)!
, (48)

gha,k = w
h

k

2

Na∑
s=0

(
mT

2

)s/2

�Na
s

(∣∣pâ
k

∣∣) ×
[

(1 + erfζ â)P+
s (ζ â) + 2√

π
e−ζ 2

â P∗
s (ζ â)

]
, (49)

for the case of full-range (superscript H) and half-range (superscript h) quadrature, respectively. In
the above the expansion order Na is a free parameter satisfying 0 � Na < Qa. The exact recovery of
the moments (21) for polynomials in pâ of order less than or equal to Na is ensured by an expansion
of ga,k up to order Na. The expression for gha,k holds the following notations: ζ â = uâ√m/2T when
pâ

k > 0 and ζ â = −uâ√m/2T when pâ
k < 0, while the polynomials P+

s (x) and P∗
s (x) are defined as

P±
s (x) = e∓x2 ds

dxs
e±x2

,

P∗
s (x) =

s−1∑
j=0

(
s

j

)
P+

j (x)P−
s− j−1(x). (50)

IV. NUMERICAL RESULTS

Tests are performed on three distinct setups: the cylindrical Couette and Fourier flows between
coaxial cylinders, and the Fourier flow between concentric spheres. The setups are presented in
Fig. 1. The inner and outer cylinders and spheres radii are RL ∈ {RL, rL} and RR ∈ {RR, rR},
respectively, and the diffuse reflection boundary conditions are applied at Rc

L = RL + σ/2 and
Rc

R = RR − σ/2, which are the limits of the computational domain indicated by the superscript
c. The confinement ratio is defined as C = (RR − RL )/σ = L/σ , where L is the physical domain
width and Lc = L − σ is the width of the computational domain. These definitions are depicted
graphically in Fig. 2.
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FIG. 1. Setups of the studied problems: (a) cylindrical Couette flow, (b) cylindrical Fourier flow, and
(c) spherical Fourier flow.

The FDLB simulation results are validated using a DSMC-like particle method that extends
the original direct simulation Monte Carlo (DSMC) method to handle the nonlocal nature of the
Enskog collision integral [17]. For a comprehensive explanation of the numerical scheme and
an analysis of its computational complexity, please refer to Ref. [26]. The DSMC framework
used to solve the Boltzmann equation is maintained, with modifications made to the collision
algorithm to accommodate the nonlocal structure of the Enskog collision operator. Following [32],
the particle stream is implemented as described in [76] and the collision process takes into account

FIG. 2. Radial coordinates used in the paper and the particle diameter σ for context. The dashed lines
represent the computational domain, at a distance of σ/2 from the physical domain.
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TABLE I. The Knudsen number Kn for the parameters used in this study.

C 4 7 10

η0 0.01 0.1 0.2 0.01 0.1 0.2 0.01 0.1 0.2
Kn 2.8731 0.2261 0.0838 1.64179 0.1292 0.04789 1.1493 0.0904 0.0335

the symmetries of the flow. In this paper, the use of particle variable weights is not mandatory as
the computational domain is relatively small, and the numerical scheme associated with variable
weights conserves mass, momentum, and energy only in a statistical sense. Using constant weight,
the total number of collisions is evaluated in the same manner as in Cartesian coordinates, further
simplifying the process. Once a particle is selected, a vector k̂ is drawn uniformly from the unit
sphere, and the collision partner is chosen at random from the cell corresponding to the radial cell
pointed by it. In general, this unit vector identifies a point off the radial axis and, therefore, the
velocity components of the selected particle must be rotated to bring its components to be on the
radial axis going through that point. The rotations are performed using the rotation matrix associated
with the Euler angles. Please refer to [32] for more details. If not stated otherwise, the time step was
set to �t = 10−3 and the lattice spacing (cell length for particle method) at �r = σ/10. These
values were chosen following a convergence test. A number of 1000Vi/V0 (where Vi stands for the
volume of the cylindrical and spherical shell) particles per cell was used in the particle method to
obtain smooth profiles of macroscopic quantities. The results obtained using this method will be
denoted using the abbreviation PM throughout the rest of this paper.

The simulations were conducted for three values of the mean reduced density, η0 ∈
{0.01, 0.1, 0.2}, three values of the inner cylinder radius RL ∈ {σ, 3σ, 5σ } (corresponding to the
computational values Rc

L ∈ {1.5σ, 3.5σ, 5.5σ }), while the outer cylinder radius is RR = RL + Cσ

[corresponding to the computational value Rc
R = Rc

L + (C − 1)σ ]. In numerical simulations, three
values of the confinement ratio are considered, namely, C ∈ {4, 7, 10}, corresponding to Lc ∈
{3σ, 6σ, 9σ }. The values of the associated Knudsen numbers are listed in Table I. The objective
is to specifically emphasize the unique characteristics of fluid flow when dense gas effects and
confinement are involved. The value of the molecular diameter is fixed at σ = 1 and, as such, in the
following, σ will be dropped when referring to RL or Lc. If not stated otherwise, the macroscopic
quantities will be plotted with respect to the reduced radius (R − Rc

L )/(Rc
R − Rc

L ).
The typical runtime for a PM simulation in cylindrical coordinates ranges from ≈9 × 103 s

for η0 = 0.01, RL = 5 and C = 4 to ≈8 × 104 s for η0 = 0.2, RL = 1 and C = 10, while in
spherical coordinates it ranges from ≈1.9 × 104 s for η0 = 0.01, RL = 5, and C = 4 to ≈6 ×
105 s for η0 = 0.2, RL = 1, and C = 10. For FDLB, at C = 4, using a quadrature order of
HHLB(7, 20)×HLB(7,8) takes around 700 s, while using HHLB(7, 20)×HLB(7, 8)×HLB(7,8)
takes for 2400 s. The running time for FDLB is independent of the reduced density employed
but it is directly proportional to the quadrature order and the confinement ratio C (through the
number of spatial nodes). This results in a minimum runtime ratio (runtime for PM over the
runtime for FDLB) of ≈3 for η = 0.01, C = 4, and RL = 5 in cylindrical Couette flow case
[using HHLB(7, 100)×HLB(7,8)] and spherical Fourier flow [using HHLB(7, 60)×HLB(7,8)].
On the other hand, for η0 = 0.2, RL = 1, and C = 10 in the spherical Fourier flow case [using
HHLB(7, 20)×HLB(7, 8)×HLB(7,8)] one obtains a runtime ratio of ≈85. These times were
recorded using a single core of an Intel(R) Xeon(R) Gold 6330 CPU running at 2.0 GHz.

Please refer to Appendix C for a comprehensive study of gas at rest between coaxial cylinders
and concentric spheres.

A. Cylindrical Couette flow

In this subsection, the cylindrical Couette flow of a gas confined between two infinite coax-
ial cylinders is analyzed. The inner cylinder rotates about the z axis with fixed velocity Uw =
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ϕ
ϕ

FIG. 3. Cylindrical Couette flow: Normalized (a), (d) reduced density η/η0, (b), (e) azimuthal velocity
uϕ/Uw , and (c), (f) temperature T/T0, when the inner cylinder radius is RL = 1, the confinement ratio is
C ∈ {4, 10}, for three values of the mean reduced density η0 ∈ {0.01, 0.1, 0.2}.

�wRL = √
kBTw/m, while the outer cylinder is at rest. The wall temperature of both cylinders

is equal and constant (Tw = T0 = 1). The simulations were conducted for three values of the
mean reduced density η0 ∈ {0.01, 0.1, 0.2}, three values of the confinement ratio C ∈ {4, 7, 10},
corresponding to Lc ∈ {3, 6, 9}, and three values of the inner cylinder radius RL = {1, 3, 5} (with
the outer cylinder radius RR = RL + C). The corresponding values of the Knudsen number as-
sociated with each case are summarized in Table I. The quadratures used in these simulations
were HHLB(7, 100)×HLB(7,8) for η0 = 0.01 and HHLB(7, 20)×HLB(7,8) for η0 ∈ {0.1, 0.2}.
Larger values of the quadrature orders do not bring any significant numerical changes to the
macroscopic quantities of interest. The expansion order N = 7 of the equilibrium distribution
function is sufficient to recover the necessary moments for the implementation of the Shakhov
relaxation time approximation.

Figures 3(a)–3(c) represent the normalized density η/η0, azimuthal velocity uϕ/Uw, and tem-
perature T/T0 for three values of the mean reduced density η0 ∈ {0.01, 0.1, 0.2}. The radius of the
inner cylinder is RL = 1 and the confinement ratio was C = 4. First, one can observe the influence
of the curved boundary on the layering effect near the walls, i.e., the lower value of the reduced
fluid density next to the inner cylindrical wall than next to the outer cylinder wall. As explained in
Appendix C, when a fluid particle is located at a distance less than σ from the boundary, a portion of
its surface remains protected from collisions since there is not enough space available for a second
particle to occupy that region. On the other hand, when curved boundaries are considered, this
surface shrinks and the space available at a distance σ from the center of the particle increases. It is
worth remarking in Fig. 3(a) the nice match between the particle method PM results and the FDLB
results for the reduced density profile. Both the azimuthal velocity and the temperature profiles
obtained using FDLB are in good agreement with the PM results for small values of η0. When
η0 is increased, the FDLB results start to depart from the PM results, due to the approximations
involved in the simplified Enskog collision operator. Moving to a larger confinement ratio C = 10,
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ϕ

FIG. 4. Cylindrical Couette flow: Normalized (a), (d) reduced density η/η0, (b), (e) azimuthal velocity
uϕ/Uw , and (c), (f) temperature T/T0 for a mean reduced density of η0 = 0.2, two values of the confinement
ratio, and three values of the inner cylinder radius RL ∈ {1, 3, 5}.

one can observe in Figs. 3(d)–3(f) that the layering is more pronounced and the left and right layers
are separated (do not interfere). The results show good agreement between FDLB and PM results.
The discrepancies in azimuthal velocity are located near the inner cylinder and cover a region of size
σ (1/9Lc in this case), while the FDLB and the PM results temperature profiles are in qualitative
agreement and differ only with a relative error of less than 2%–3%.

Next, the focus is on varying the inner cylinder radius RL. In Fig. 4 are presented the numerical
results for the highest mean reduced density η0 = 0.2, for a confinement ratio of C = 4 in the first
row and C = 10 in the second row. The columns are dedicated to (from the left) the normalized
reduced density η/η0, the normalized azimuthal velocity uϕ/Uw, and the normalized temperature
T/T0, respectively. One can immediately observe the change in the layering next to the inner
cylinder as RL increases and the curvature diminishes. The FDLB results match very well the PM
results even for this high mean reduced density. The azimuthal velocity preserves a discrepancy next
to the inner cylinder which is also present in the planar wall case to which these results tend as RL

increases. The temperature has the same qualitative behavior in the FDLB results as the PM results
but underestimates them by less than 2%–3%.

Lastly, one can fix the inner cylinder radius at the highest curvature, i.e., RL = 1, and vary the
mean reduced density η0 and the confinement ratio C. Figure 5 presents the comparison of the results
obtained using the FDLB and PM methods for η0 = 0.01 and 0.2 while varying the confinement
ratio C ∈ {4, 7, 10}. The first column plots the normalized density and since a reduced coordinate
(R − Rc

L )/(Rc
R − Rc

L ) is used the relative size of the particles diminishes and the layering is more
pronounced. Excellent agreement is obtained for all values tested. The second and third columns
represent the normalized azimuthal velocity and temperature and excellent agreement is obtained
for a reduced density of η0 = 0.01 as in this case the dense gas effect is small and the results close
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FIG. 5. Cylindrical Couette flow: Normalized (a), (c) reduced density η/η0, (b), (e) azimuthal velocity
uϕ/Uw , and (c), (f) temperature T/T0 for the inner cylinder radius RL = 1, two values of the mean reduced
density η0 ∈ {0.01, 0.2} and three values of the confinement ratio C ∈ {4, 7, 10}.

to the Boltzmann limit are recovered, as in Ref. [51]. For η0 = 0.2, a good agreement is obtained
overall.

B. Cylindrical and spherical Fourier flows

In this section, the Fourier flow between coaxial cylinders and concentric spheres is studied.
The simulations were conducted for three values of the mean reduced density η0 ∈ {0.01, 0.1, 0.2},
three values of the confinement ratio C ∈ {4, 7, 10}, corresponding to Lc ∈ {3, 6, 9} and three
values of the inner cylinder and sphere radius RL = {1, 3, 5} (with the outer cylinder and
sphere radius of RR = RL + C). The corresponding Knudsen numbers associated with these
systems are summarized in Table I. The quadratures used in the cylindrical Fourier flow were
HHLB(7, 60)×HLB(7,8) for η0 = 0.01 and HHLB(7, 20)×HLB(7,8) for η0 ∈ {0.1, 0.2}, while for
the spherical case a mixed quadrature of HHLB(7, 60)×HLB(7, 8)×HLB(7,8) for η0 = 0.01 and
HHLB(7, 20)×HLB(7, 8)×HLB(7,8) for η0 ∈ {0.1, 0.2}. Larger values of the quadrature orders do
not bring any significant numerical changes to the macroscopic quantities of interest.

1. Cylindrical Fourier flow

Here, the Fourier flow in a gas confined between two infinite coaxial cylinders is analyzed. The
inner cylinder temperature is fixed at TL = T0 + �T and on the outer cylinder the temperature is
TR = T0 − �T , with T0 = 1, as presented in Fig. 1(b). The results are grouped by varying the mean
reduced density η0 in Fig. 6, the inner cylinder radius RL in Fig. 7, and the confinement ratio C in
Fig. 8.

As observed in Fig. 6, as the mean reduced density increases the layering is more pronounced
in the reduced density plots (top row), while the temperature profile has some discrepancies but
is overall in good agreement. As the inner cylinder radius RL is increased the reduced density on
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FIG. 6. Cylindrical Fourier flow: Normalized reduced density η/η0 (a)–(c) and normalized temperature
T/T0 (d)–(f), for RL ∈ {1, 3, 5} and the confinement ratio C = 4, while lines (FDLB) and points (PM)
correspond to varying values of the mean reduced density η0 ∈ {0.01.0.1, 0.2}.

FIG. 7. Cylindrical Fourier flow: Normalized reduced density η/η0 (a)–(c) and normalized temperature
T/T0 (d)–(f), for C = 4 and η0 ∈ {0.01.0.1, 0.2}, while the lines (FDLB) and points (PM) correspond to varying
values of the inner cylinder radius RL ∈ {1, 3, 5}.
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FIG. 8. Cylindrical Fourier flow: Normalized reduced density η/η0 (a)–(c) and normalized temperature
T/T0 (d)–(f), for RL = 1 and η0 ∈ {0.01.0.1, 0.2}, while the lines (FDLB) and points (PM) correspond to
varying values of the confinement ratio C ∈ {4, 7, 10}.

the inner cylinder increases as it tends towards the planar wall results [43], and the temperature
tends towards a more linear profile as the curvature is diminished. This is more evident in Fig. 7,
where the inner radius is varied while keeping the mean reduced density and the confinement ratio
fixed. For small η0 excellent agreement is obtained between the FDLB and PM approaches for both
density and temperature, while for the larger values of η0 the differences in temperature profiles are
negligible, at around 2%–3%.

Figure 8 presents the results obtained by varying the confinement ratio C while keeping fixed
the mean reduced density η0 and the inner cylinder radius RL. The layering in the density profile is
changing due to the use of the reduced coordinate (R − Rc

L )/(Rc
R − Rc

L ), such that the relative size
of the particle is smaller. Excellent agreement is observed for all values of the confinement ratio at
η0 = 0.01, while there are some discrepancies at larger values of the mean reduced density, albeit
not significant.

2. Spherical Fourier flow

In this section, the Fourier flow in a gas confined between two concentric spheres is analyzed.
The inner sphere temperature is fixed at TL = T0 + �T and on the outer sphere the temperature is
TR = T0 − �T , with T0 = 1, as presented in Fig. 1(c). As in the case of the cylindrical Fourier flow,
the results are grouped by varying the mean reduced density η0 in Fig. 9, the inner sphere radius RL

in Fig. 10, and the confinement ratio C in Fig. 11.
The results obtained by varying the mean reduced density η0 and the inner sphere radius RL are

compiled in Fig. 9. The increase in the mean reduced density leads to a more pronounced layering
in the reduced density profiles (top row), while the temperature profile has some discrepancies
but is overall in good agreement. As the inner sphere radius RL is increased, the reduced density
on the inner sphere increases as it tends towards the planar wall results [43], and the temperature
tends towards a more linear profile as the curvature is diminished. This is more evident in Fig. 10,

053401-18



MESOSCOPIC LATTICE BOLTZMANN MODELING OF …

FIG. 9. Spherical Fourier flow: Normalized reduced density η/η0 (a)-(c) and normalized temperature T/T0

(d)-(f) for RL ∈ {1, 3, 5}, and a confinement ratio of C = 4, while lines (FDLB) and points (PM) correspond
to varying values of the mean reduced density η0 ∈ {0.01.0.1, 0.2}.

FIG. 10. Spherical Fourier flow: Normalized reduced density η/η0 (a)-(c) and normalized temperature
T/T0 (d)-(f) for η0 ∈ {0.01.0.1, 0.2}, and a confinement ratio of C = 4, while the lines (FDLB) and points
(PM) correspond to varying values of the inner sphere radius RL ∈ {1, 3, 5}.
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FIG. 11. Spherical Fourier flow: Normalized reduced density η/η0 (top row) and normalized temperature
T/T0 for RL = 1 and η0 ∈ {0.01.0.1, 0.2}. The lines (FDLB) and points (PM) correspond to varying values of
the confinement ratio C ∈ {4, 7, 10}.

where the inner radius is varied while keeping the mean reduced density and the confinement ratio
fixed. Excellent agreement is obtained between the FDLB and PM approaches for both density and
temperature for small mean reduced density η0, while for the larger values of η0 the differences in
temperature are negligible, at around 2%–3%.

The results obtained by varying the confinement ratio C while keeping fixed the mean reduced
density η0 and the inner sphere radius RL are plotted in Fig. 11. As before, due to the use of the
reduced coordinate (R − Rc

L )/(Rc
R − Rc

L ) the layering in the reduced density profile is modified
since the relative size of the particle is smaller. Excellent agreement is observed for all values of
the confinement ratio at η0 = 0.01, while there are insignificant discrepancies at larger values of the
mean reduced density.

3. Geometry comparisons

In this subsection, the results of the two geometries used in the case of the Fourier flow are
directly compared. Figures 12 and 13 present the normalized reduced density η/η0 (a)–(c) and
temperature T/T0 (d)–(f), when the inner cylinder and sphere radius is RL = 1, for three values
of the mean reduced density η0 ∈ {0.01, 0.1, 0.2} and both geometries considered (cylindrical and
spherical), for a confinement ratio of C = 4 and 10, respectively. The direct comparison shows the
extent to which the variation in the volume excluded by the boundary affects the layering near
the wall, especially near the inner cylindrical and spherical boundary, when looking at the reduced
density profile. When comparing the temperature profiles one can observe that the spherical profile
is always below the cylindrical one. As expected, the results obtained with the FDLB overlap very
well with the PM results for low mean reduced density η0, and have a reasonable accuracy in the
temperature profile. One may observe that the agreement in the temperature profile is better in the
spherical case. This seems to be related to the lower reduced density on the inner cylinder and
sphere, and implicitly lower gradients, as can be seen in the reduced density plots. Since the error
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FIG. 12. Fourier flow: Normalized reduced density η/η0 (a)–(c) and temperature T/T0 (d)–(f) for the
confinement ratio C = 4, the inner cylinder and sphere radius RL = 1, three values of the mean reduced
density η0 ∈ {0.01.0.1, 0.2} and the two geometries, cylindrical, and spherical. The variation in the surface
of the particle protected from collisions is clearly observed in both reduced density and temperature, with the
temperature profile in spherical geometry being always below the cylindrical one.

FIG. 13. Fourier flow: Normalized reduced density η/η0 (a)–(c) and temperature T/T0 (d)–(f) for the
confinement ratio C = 10. The rest of parameters are the same as Fig. 12.
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FIG. 14. Fourier flow: The constants qRR/RL and qrr2/R2
L for a temperature difference of �T = 0.1,

confinement ratio of C = 4, mean reduced density of η0 of (a) 0.01, (b) 0.1, and (c) 0.2, and variable inner
cylinder and sphere radius RL . As the inner RL increases, the two geometries approach a planar wall (RL →
∞) and the results tend to match the results obtained in Ref. [43], which are represented as dashed lines.

increases as reduced density increases, the deviations from the PM results increase in the cases when
the layering is more pronounced, which agrees with all the results presented.

Furthermore, one can compare the radial heat fluxes obtained in the two geometries. According to
the conservation laws, the following quantities are constant through the channel in the cylindrically
and spherically symmetric Fourier flows:

Cylindrical: qRR = const, (51)

Spherical: qrr2 = const. (52)

In order to compare these values to the planar case, the following quantities are plotted with respect
to the inner cylinder and sphere radius: qRR/RL and qrr2/R2

L. The results are summarized in
Fig. 14 for (a) η0 = 0.01, (b) η0 = 0.1, and (c) η0 = 0.2, for both the FLDB and the PM results.
The confinement ratio is fixed at C = 4 and the inner cylinder and sphere radius is increased from
RL = 1 to 50. At low η0 an excellent agreement throughout the range of inner cylinder and sphere
radius is obtained, while as the mean reduced density is increased the value deviates as was the
case for a planar wall, reported in Ref. [43], which is represented in the figures as RL → ∞. As
observed in the planar case, the FDLB overestimates the PM results quite a lot, but this is expected
for higher-order moments since the simplified Enskog collision operator approximation discards the
higher-order contributions to the collisional momentum and energy transfer. The simulation results
obtained using the PM contain the total heat flux, i.e., the sum of the kinetic and the potential
contributions defined in Ref. [43].

V. CONCLUSIONS

In this work, a series of dense gas flows bounded by curvilinear walls were considered in order
to validate the proposed finite-difference lattice Boltzmann model employing the simplified Enskog
collision integral. For this purpose, the Enskog equation in curvilinear coordinates was written
with respect to orthonormal vielbein fields (triads in 3D), by extending the formalism introduced
in Ref. [51] for the Boltzmann equation. The vielbein can be used to align the momentum space
along the coordinate directions, while also decoupling the dependence of (p − mu)2 appearing in
the Maxwell-Boltzmann equilibrium distribution on the induced metric tensor. In the simplified
Enskog collision model, the Enskog collision integral is approximated using a Taylor expansion
and retaining the first-order gradients. Following Ref. [51], a half-range Gauss-Hermite quadrature
was used on the axis normal to the curved boundaries studied. The model was benchmarked in
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three setups: cylindrical Couette and Fourier flows between coaxial cylinders, as well as the Fourier
flow between concentric spheres. The simulation parameters range from a low reduced density
value (η0 = 0.01) to a relatively high value (η0 = 0.2), three values of the inner cylinder radius
RL ∈ {1, 3, 5}, and three values of the confinement ratio C ∈ {4, 7, 10}.

The FDLB results obtained for the cylindrical Couette flow and the cylindrical and spherical
Fourier flows were validated against the corresponding PM results. Reasonable agreement was
observed throughout the parameter range. More specifically, the proposed kinetic model adequately
captures the effects of denseness, density inhomogeneity, as well as nonequilibrium phenomena
within the range of flow parameters investigated. It is important to consider that when a fluid
molecule is located at a distance less than a molecular diameter σ from the wall, a portion of its
surface remains protected from collisions since there is not sufficient space available for a second
molecule to occupy that part of the spatial domain. As a result, the particle is pushed toward the
wall. When dealing with a curved boundary this effect is either diminished or enhanced if a concave
or convex boundary is involved. The more pronounced effect is on the inner cylinder and sphere
where the available space is increased due to the shape of the boundary. As such, the layering effect
is inversely proportional to the curvature. This variation in the layering effect is well captured by
the FDLB model proposed.

For the cylindrical Couette flow, the density profile in the channel is recovered with good
accuracy, while a reasonable accuracy is observed for the azimuthal velocity and temperature profile,
with discrepancies between the FDLB and PM results being lower than 3%. For the Fourier flow,
the density and temperature distribution in the channel are presented for all combinations of the
input parameters. Good agreement is observed throughout the entire parameter range. A comparison
of the two geometries is also included, pointing to their differences and the results which are
in accordance with expectations based on the excluded volume for collision due to the variable
curvature and geometry. Additionally, a discussion about the heat flux between concentric cylinders
and concentric spheres is presented. Channel constants derived from heat flux show larger values
for high curvature and reach asymptotically the planar case results as the radius of the cylinders and
spheres is increased.

In conclusion, the presented model demonstrates its capability to handle curved geometries for
moderately dense gases. Moving forward, the goal is to implement the second-order terms in the
Taylor expansion of the Enskog collision integral as well as attractive forces between molecules to
address multiphase flows.
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APPENDIX A: VOLUME INTERSECTIONS

In order to evaluate the smoothed density n̄ in Eq. (4), in cylindrical coordinates the procedure
presented in Ref. [77] is employed. The intersection of the cylinder of radius R and the sphere of
radius r is given by

V (r, R, b) = 4π

3
r3�(R − b) + 4

3
√

A − C

{
�(k,−α2)

B2s

C

+ K (k)

[
s(A − 2B) + (A − B)

3B − C − 2A

3

]
+ E (k)(A − C)

(
−s + 2A + 2C − 4B

3

)}
,

(A1)
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FIG. 15. Comparison of FDLB results obtained in the cylindrical Couette setup for (a) velocity and
(b) velocity, with radial quadrature orders of QR ∈ {8, 40, 100}, and in the setup of the cylindrical Fourier
flow for (c) temperature, with radial quadrature orders of QR{8, 20, 60}. The setup is RL = 1, C = 4, and
η0 = 0.01. This was chosen since it is the most demanding in terms of quadrature order.

for r < b + R, where b denotes the smallest perpendicular distance of the axis of the cylinder to the
center of the sphere and � is the Heaviside step function. The description of the intersection volume
is limited to the case used in this study when r < R. In the above, the elliptic integrals of the first,
second, and third kinds are given by

K (k) ≡
∫ 1

0

dz√
1 − z2

√
1 − k2z2

, E (k) ≡
∫ 1

0

dz
√

1 − z2

√
1 − k2z2

,

�(k,−α2) ≡
∫ 1

0

dz

(1 − α2z2)
√

1 − z2
√

1 − k2z2
(A2)

and the following quantities have been defined:

A = max(r2, (b + R)2), B = min(r2, (b + R)2), C = (b − R)2, (A3)

k2 = B − C

A − C
, −α2 = B − C

C
, s = (b + R)(b − R). (A4)

These expressions were implemented through the use of the GNU Scientific Library (GSL) [78], a
numerical library for C and C++ programmers.

In the spherical coordinates, one must evaluate the intersection of two spheres, with radii r1 and
r2 and the distance between the centers of the spheres of d , for which the analytical expression reads
as

V (r1, r2, d ) = π (r1 + r2 − d )2
(
d2 + 2dr2 − 3r2

2 + 2dr1 + 6r1r2 − 3r2
1

)
12d

. (A5)

APPENDIX B: QUADRATURE ORDER CONVERGENCE

In this Appendix, the convergence of the FDLB results with respect to the radial quadrature order
QR in cylindrical coordinates is briefly presented. Figure 15 contains the numerical results obtained
using the FDLB model with three values of the radial quadrature, namely, QR ∈ {8, 40, 100}
for the cylindrical Couette flow and QR{8, 20, 60} for the cylindrically symmetric Fourier flow.
Figures 15(a) and 15(b) contain the velocity and temperature convergence in the cylindrical Cou-
ette flow, while Fig. 15(c) shows the convergence of the temperature profile in the cylindrically
symmetric Fourier flow. The system parameters are RL = 1, C = 4, and η0 = 0.01, these being the
most demanding in terms of quadrature order. One can easily observe the convergence of the FDLB
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FIG. 16. Gas at rest: Normalized reduced density η/η0 between coaxial cylinders and three values of the
mean reduced density η0 ∈ {0.01, 0.1, 0.2}, three values of the inner cylinder radius RL ∈ {1, 3, 5} (each row),
and three values of the confinement ratio C ∈ {4, 7, 10} (each column).

results and that the quadrature order used in the paper is sufficient. The corresponding results for the
spherically symmetric Fourier flow show the same behavior as the cylindrically symmetric Fourier
flow.

APPENDIX C: DENSE GAS AT REST BETWEEN COAXIAL CYLINDERS
AND CONCENTRIC SPHERES

This Appendix contains the numerical results obtained for a hard-sphere gas at rest confined
between two coaxial cylinders and two concentric spheres, kept at the temperature Tw = 1. The
influence of various system setup variables on the reduced density profile in the channel is analyzed.
More specifically, the values chosen are as follows: three values of the mean reduced density η0 ∈
{0.01, 0.1, 0.2}, three values of the inner cylinder and sphere radii RL ∈ {1, 3, 5}, and three values
of the channel width, i.e., the distance between cylinders and spheres, denoted using the confinement
ratio C ∈ {4, 7, 10}, such that the outer cylinder and sphere radius is RR = RL + C.
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FIG. 17. Gas at rest: Normalized reduced density η/η0 between concentric spheres and three values of the
mean reduced density η0 ∈ {0.01, 0.1, 0.2}, three values of the inner cylinder radius RL ∈ {1, 3, 5} (each row),
and three values of the confinement ratio C ∈ {4, 7, 10} (each column).

FIG. 18. Gas at rest: Normalized reduced density η/η0 between coaxial cylinders and three values of the
inner cylinder radius RL , the fixed mean reduced density η0 = 0.2, and three values of the confinement ratio
C ∈ {4, 7, 10} (a)–(c).
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FIG. 19. Gas at rest: Normalized reduced density η/η0 between concentric spheres, three values of the
inner sphere radius RL , the fixed mean reduced density η0 = 0.2, and three values of the confinement ratio
C ∈ {4, 7, 10} (a)–(c).

Figures 16 and 17 present the normalized reduced density η/η0 for a dense gas between coaxial
cylinders and concentric spheres, compiled as varying confinement ratio C ∈ {4, 7, 10} along each
row and varying inner cylinder radius RL ∈ {1, 3, 5} along each column, for three values of the mean
reduced density η0 ∈ {0.01, 0.1, 0.2}. As was the case for planar wall [43], the stationary profile of
the normalized reduced density η/η0 is nonmonotonic near the wall, a characteristic feature of dense
gases, albeit its magnitude depends on the inner cylinder and sphere radius, i.e., the curvature. It is
important to consider that when a fluid molecule is located at a distance less than a molecular
diameter σ from the wall, a portion of its surface remains protected from collisions since there is
not sufficient space available for a second molecule to occupy that part of the spatial domain. As
a result, the particle is pushed toward the wall. When dealing with a curved boundary this effect is
either diminished or enhanced if a concave or convex boundary is involved. The more pronounced
effect is on the inner cylinder and sphere where the available space is increased due to the shape of
the boundary. As such the layering effect is inversely proportional to the curvature. Their intensity
also diminishes as the dilute gas limit is approached η0 → 0. These density variations emerge within
a region approximately equivalent to the molecular diameter σ .

Furthermore, in order to compare to the planar wall limit, plots are made with varying inner
radius RL ∈ {1, 3, 5}, fixed confinement ratio C, and a mean reduced density η0 = 0.2, for which
the density variations are the largest. The results are displayed in Figs. 18 and 19. One can observe
that at a fairly small inner radius of the cylinder, the planar wall RL → ∞ result is almost recovered,
while for the sphere one needs to go a value larger than RL > 5σ in order to obtain the overlap.

FIG. 20. Gas at rest: Normalized reduced density η/η0 at RL = 1 and variable geometry, for fixed mean
reduced density η0 = 0.2, fixed inner cylinder and sphere radius RL = 1, and three values of the confinement
ratio C ∈ {4, 7, 10} (a)–(c).
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Finally, the two geometries are compared to each other for the same parameters. Figure 20
presents the results for RL = 1, η = 0.2, and three values of the confinement ratio C ∈ {4, 7, 10}.
As expected, the layering at the inner wall is smaller in magnitude due to varying collision surfaces.
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[61] V. E. Ambruş, F. Sharipov, and V. Sofonea, Comparison of the Shakhov and ellipsoidal models for the

Boltzmann equation and DSMC for ab initio-based particle interactions, Comput. Fluids 211, 104637
(2020).

[62] F. Sharipov, Application of the Cercignani–Lampis scattering kernel to calculations of rarefied gas flows.
I. plane flow between two parallel plates, Eur. J. Mech. B Fluids 21, 113 (2002).

[63] F. Sharipov, Application of the Cercignani–Lampis scattering kernel toÂ calculations of rarefied gas
flows. II. slip and jump coefficients, Eur. J. Mech. B Fluids 22, 133 (2003).
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