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In this paper, we investigate the dynamics of a wind turbine wake for three different
ground surface roughness lengths, i.e., k0 = 0.001, 0.01, 0.1 m. The computational domain
is very long [until 215D (D is the rotor diameter) wind turbine downwind], with the attempt
to include the entire recovery process of a wind turbine wake. The streamwise variations of
velocity deficit and turbulence intensity are analyzed. The focus of this paper is how flow
structures of different scales vary as they pass through a wind turbine and travel to further
downwind locations. Three different trends depending on scales are observed: (1) energy
is added to motions of small scales (<1D) immediately in wind turbine’s downwind, (2)
energy for motions of scales in the range of 1D to 3.2D is first extracted by the wind turbine
and then increased by the wake to a level higher than the inflow, and (3) energy for motions
of scales greater than 3.4D is first extracted by the wind turbine, and then monotonically
increase to the inflow level without a maximum. Finally, the energy density in scale space
and its evolution in the streamwise direction are examined, showing the range of scales
affected by a wind turbine and its wake.

DOI: 10.1103/PhysRevFluids.8.104605

I. INTRODUCTION

Wakes act as the medium for the interference of wind turbines in a wind farm. As a wind turbine
extracts kinetic energy from the wind, together with the loss of mean kinetic energy (MKE), the
turbulence kinetic energy (TKE) in its wake is affected as well. Understanding the streamwise
variation of turbulence in wake is of both fundamental and practical importance. It provides insights
on how coherent wake structures interact with sheared turbulent flows, and the theoretical basis for
developing engineering models for reducing the dynamic loads caused by wind turbine wakes. This
paper aims to investigate the evolution of turbulence of various scales in a wind turbine wake, which
is designed being long enough for the wake to achieve a fully recovered state.

It was shown in both numerical simulations and experiments that the TKE in a wind turbine
wake’s top-tip region first increases as the tip shear layer expands in the radial direction, interacting
with the inner part of the wake and the ambient flow [1,2]. Then a peak of the maximum appears,
with its strength and location depending on several factors, such as the inflow turbulence [3,4] and
the blade design [5], etc. After the peak, the TKE decays at further turbine downwind locations
[6]. The increase of TKE is associated with the breakdown of tip vortices and the onset of wake
meandering. Lignarolo et al. showed that the pairing instability and the leapfrogging instability
govern the breakdown of tip vortices [7]. Complex tip vortex structures with elongated tails and
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secondary vortices were observed in both field and large-eddy simulations (LESs), for which the
centrifugal instability plays a role [8].

Most of the existing numerical and experimental studies on wake meandering have been focused
on wind turbine downwind locations no further than 20D (where D is rotor diameter). For instance,
the wake meandering of a 2.5 MW wind turbine was investigated until 5.1D in the work by
Heisel et al. [9]. In the work by Medici and Alfredsson [10], the measurements were taken until
9D wind turbine downwind. Iungo et al. [11] carried out the analysis of wake meandering until
10D rotor downwind with a focus on the dynamics within 4.5D turbine downwind. Chamorro
and Porté-Agel [12] investigated the effects of thermal stability on wake statistics with a focus
the wake meandering at 5D rotor downwind. The wake dynamics of a hydrokinetic turbine were
investigated experimentally by Chamorro et al. [13] until 9D rotor downwind with a focus on the
wake meandering at 2D and 4D rotor downwind. The frequency characteristics of a rotor’s wake for
different tip speed ratios were investigated in a water flume by Okulov et al. [14] until approximately
5D rotor downstream. A review on wind tunnel experiments can be found in Ref. [15]. For numerical
simulations, without the limitation of the experimental facility, a long computational domain can be
employed. For instance, in the study conducted by Stevens et al. [16], the wake statics until 36D
rotor downwind were examined, focusing on the comparisons of the actuator line and actuator disk
(AD) predictions with measurements. Wu and Porté-Agel [17] evaluated the predictive capability
of different rotor models until 20D wind turbine downwind. Xie and Archer [18] studied the mean
and turbulent properties of the wake generated by a single wind turbine until 25D rotor downwind.

There exist two mechanisms for the onset of wake meandering [19]: (1) the inflow large-eddy
mechanism, in which the turbine wake is considered as a passive scalar advected by the inflow
large eddies and (2) the shear-layer instability mechanism, in which the onset of wake meandering
is considered being similar to that of vortex shedding from bluff bodies. Evidence from field
measurements and LESs indicate the coexistence of the two mechanisms [9,20]. The large-eddy
mechanism was employed in the dynamic wake meandering model developed at Denmark Technical
University [21], with the Taylor Frozen flow hypothesis for describing the space-time evolution of
inflow large eddies [22]. In the work by Yang [23], a neural network model was proposed to predict
the instantaneous transverse wake positions using the streamwise and transverse velocities at two
locations upstream of the wind turbine and its thrust and torque coefficients as the inputs, showing
an important role of the latter for the model’s prediction accuracy.

To establish a unified framework for modeling wake meandering, the range of validity of
the assumptions for the two mechanisms and the interactions between the two need to be well
understood. For the first mechanism to work, the inflow eddy needs to be larger (e.g., two times) than
the rotor diameter [19]. The scale of the wake meandering due to the shear instability mechanism,
on the other hand, is comparable to the rotor diameter, and is influenced by upstream small-scale
disturbances [19]. The development of wake meandering is strongly associated with the process of
energy transfer among turbulent flow structures of different scales after the extraction of MKE and
TKE of certain scales by the wind turbine.

There are various techniques available for the multiscale analysis of turbulence. Here, we present
an overview of a few such methods and their applications. Premultiplied spectra is commonly used
in wind turbine wake studies to examine the characteristics of wake meandering [24,25] and to
understand how wind turbine acts on the inflow turbulence [26]. Direct filtering of the velocity
fluctuation is another convenient tool for multiscale analysis. For instance, Watanabe et al. [27]
employed a scale decomposition method based on a local volume average to evaluate the subgrid-
scale energy budget [28] near the turbulent/nonturbulent interface. Dong et al. [29] investigated
the interscale kinetic energy transfer with the use of the Gaussian filter for the energy cascade of
shear-dominated scales. Motoori and Goto [30] applied the Gaussian filter to the DNS velocity field
to understand the generation mechanism of a hierarchy of multiscale vortices. Cimarelli and De
Angelis [31] examined the scale-by-scale budget of TKE in a filtered velocity field from channel
flow using the generalized Kolmogorov equation. The energy spectrum in wave-number space has
been commonly used to describe turbulence statistics at different scales. It can provide insights
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into the energy cascade in homogeneous isotropic turbulence [32]. However, the wake turbulence
is usually inhomogeneous. Several attempts have been made to propose a definition of energy
density or scale energy in physical space for inhomogeneous turbulence. For example, Davidson
[33] proposed an energy density defined as the gradient of the second-order structure function.
Hamba [34] introduced the separation derivative of the two-point velocity correlation as energy
density. Then he improved this definition by introducing a Gaussian filter [35]. A recent work by
Hamba [36] proposed an expression for inhomogeneous turbulence based on the filtered velocities.

In this paper, a very long (to 215D turbine’s downwind) wind turbine wake is simulated
using LESs with an AD model. We define a wake as fully recovered when the turbulence in
the atmospheric boundary layer reaches an equilibrium state. Specifically, with this very long
computational domain, we hope to obtain a state in which the energy distribution in the scale space
barely changes in the turbine’s downwind direction. The very far wake investigated in this paper is
not directly related to the optimization of turbine placement and control for maximizing wind farm
performance. However, it is associated with wakes of wind farms [37–43], i.e., being an idealized
condition without wake interactions, such that the obtained data can be employed for validating
models of wind farm wakes. It should be noted that the Coriolis force is not considered in this
paper to simplify the analysis of wake dynamics, which should be kept in mind when employing the
results in other works. The impact of the Coriolis force on wake dynamics has been investigated in
the literature, for instance, works reported in Refs. [44,45] and the references cited therein. Besides
examining the conventional wake statistics (e.g., velocity deficit, turbulence intensity, and wake
meandering frequency), the velocity fluctuations at different scales, which are obtained via spatial
filtering, are systematically investigated to probe into how inflow turbulence at different scales is
affected by the wind turbine and vary in its wake. The uniqueness of this paper has three aspects:
(1) it systematically analyzes how a wind turbine represented by an AD affects different-scale inflow
turbulence, (2) it finds the critical length scales for a wind turbine changing its impacts on the inflow
turbulence, and (3) it demonstrates the downwind variations of wake-added turbulence of different
scales for almost the entire wake recovery process. Moreover, to the best of the authors’ knowledge,
it is one of the longest wake simulations of a stand-alone wind turbine to date, which shows how
the signatures of wake meandering vary over a wide range of turbine downwind distances and can
be employed for validating engineering wake models for the very far wake.

The rest of the paper is organized as follows. In Sec. II, we introduce the numerical methods
and the case setup. In Sec. III A, we present and analyze the time-averaged statistics, including
the velocity deficit, turbulence intensity, Reynolds stress, and the budget equation for MKE. Then
we analyze the velocity fluctuations at different scales obtained using the sphere-averaged filter in
Sec. III B. Finally, we draw the conclusions in Sec. IV.

II. NUMERICAL METHODS AND SIMULATION SET-UP

A. Numerical method

We carry out the simulation using the LES module of the Virtual Flow Simulator (VFS-Wind)
code [46,47], which has been successfully employed in different applications, e.g., wind energy
[48,49], hydrokinetic energy [50], pollutant transport [51], blood flows [52,53], flows over under-
water vehicles [54,55], and rough wall turbulence [56].

The governing equations are the spatially filtered incompressible Navier-Stokes equations as
follows:
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TABLE I. Summary of the cases simulated in this paper.

Case k0(m) D(m) zhub(m) �x/D �y/D �zmin/D Nx Ny Nz

1 0.001 100 100 1/5 1/10 1/50 1126 1488 152
2 0.01 100 100 1/5 1/10 1/50 1126 1488 152
3 0.1 100 100 1/5 1/10 1/50 1126 1488 152

where ξ i
l = ∂ξ i/∂xl are the transformation metrics, J is the Jacobian of the geometric transfor-

mation, ui is the ith component of the velocity vector in Cartesian coordinates, U i = (ξ i
m/J )um is

the contravariant volume flux, gjk = ξ
j

l ξ k
l are the components of the contravariant metric tensor,

μ is the dynamic viscosity, p is the pressure, ρ is the density, fl are the body forces for modeling
wind turbine aerodynamics, and the subgrid stress τi j . In this paper, the subgrid stress term τi j

is modeled using the Smagorinsky model [57] with the model coefficient determined using the
dynamic procedure of Germano et al. [58].

An AD model based on the one-dimensional momentum theory [59] is employed to calculate the
forces on the AD. The AD is discretized using triangular surface meshes, which are independent of
the background grid nodes. In the AD model, the thrust T is computed as

T = 1
2ρCT πR2U 2

in. (3)

In the above equation, R is the rotor radius and the thrust coefficient CT is computed using the axial
induction factor a via CT = 4a(1 − a). The incoming downwind velocity Uin is computed using
the disk-averaged velocity Ud via Uin = Ud/(1 − a). The downwind velocity on the AD meshes is
interpolated from the background grid nodes using the smoothed four-point cosine discrete delta
function [60]. In the employed AD model, the thrust is uniformly distributed on the AD. With
the thrust on the AD, the effect of the rotor on the incoming wind is then taken into account by
distributing the thrust on the background grid nodes via the same discrete delta function.

Compared with the actuator line and actuator surface (AS) models, the AD model is competitive
in terms of computational cost, which is preferred for the long wake simulations carried out in
this paper. However, the accuracy of the AD model is low in the near wake where the coherent tip
and hub vortices are not captured, which should be beared in mind when readers are interested in
the near-wake (x < 3D) results. Studies in the literature [5,61] have demonstrated the capability
of the AD model in predicting far wake (x > 3D) dynamics. The AD model employed in this
paper has been systematically validated against the AS results, showing that the AD model can
accurately predict the velocity deficit and turbulence statistics for x > 3D. More details can be
found in Ref. [46] for the flow solver and in Ref. [62] for the AD model, respectively.

B. Case setup

In this section, we present the setups of the simulated cases. The axial induction factor is 0.25,
resulting in CT = 0.75, which is common for utility-scale wind turbines. As shown in Fig. 1, the
simulated domain is rectangular with a size of Lx × Ly × Lz = 225D × 148.7D × 10D, where x, y,
and z denote the streamwise, spanwise, and vertical directions, respectively, and D = 100 m is the
rotor diameter. With a hub height of zhub = 100 m, ten turbines are arranged into one row, and placed
with the spanwise spacings 14D at x = 0. The computational domain is discretized by a Cartesian
grid with grid nodes of Nx × Ny × Nz = 1126 × 1488 × 152. Table I shows that the grid is uniform
in x and y directions, and is also uniform near the ground (z ∈ (0, 1.5D)) with �z = D/50 and
gradually stretched to the top boundary. This grid resolution is sufficient to capture wind turbine
wake and wind farm wake according to Yang et al. [62,63].

The boundary conditions are set up as follows. The turbulent inflows applied at the inlet (x =
−10D) are generated by a precursory simulation, in which the turbulent flow is fully developed.
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FIG. 1. Schematic of computational domain with the contours of the instantaneous streamwise velocity on
the x − y plane located at z = zhub.

At the outlet (x = 215D), the Neumann boundary condition for velocity is applied. A wall model
based on the logarithmic law for a rough wall is applied on the ground (u/uτ = 1

κ
ln(z/k0), where

uτ is the friction velocity, κ = 0.4 is the Kármán constant, and k0 is the roughness length). With
the atmospheric condition set as neutral, the only variable for the simulated ABL is the roughness
length of the ground surface. The employed roughness lengths, i.e., k0 = 0.001 m, 0.01 m, and
0.1 m, are representative values for terrain class 2 smooth, 3 open, and 4 roughly open, respectively
[64]. Figure 2 displays the main characteristics of the inflow over different ground surfaces. At the
lateral and top boundaries, the free-slip boundary condition is applied. The simulation runs for 4000
time steps to fully develop the flow field. After that, the flow field is averaged for 26 000 steps to
compute the flow statistics.

FIG. 2. Vertical profiles of (a) the time-averaged streamwise velocity, (b) turbulence intensity, and (c) the
primary Reynolds shear stress of the incoming ABL flows over flat surfaces with the three different roughness
lengths.
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FIG. 3. Vertical profiles of mean streamwise velocity deficit at different wind turbine downwind locations.
The horizontal dotted lines at z/D = 1.5, 1, and 0.5 indicate the top tip, hub, and bottom tip positions,
respectively. The vertical dot-dash line marks �U/Uhub = 0.

III. RESULTS

A. Analysis of time-averaged flow field

In this section, we analyze the time-averaged flow fields from the simulated cases. For all the
statistics of interest, we first compute them for each turbine by averaging over time, then average
them across the ten turbines to obtain the plotted statistics.

1. Profiles of flow statistics

The vertical profiles of the mean streamwise velocity deficit for different ground surface rough-
ness lengths are compared in Fig. 3 at different streamwise positions. As expected, the higher the
inflow turbulence intensity, the faster the recovery of the wake velocity. With the mixing of the wake
with the ambient flow, the velocity deficit region vertically expands as one travels in the downwind
direction. At x = 40D, the maximum velocity deficit is less than 5% of Uhub for all three cases.
At further wind turbine downwind locations, the velocity deficit in the near-wall region becomes
negative, with a magnitude less than 2% of Uhub for all three cases and a higher magnitude for the
case with higher roughness length. This phenomenon was also observed by Bodini et al. [65], for
which the cause will be analyzed using the MKE budget equation.

In Fig. 4, the vertical profiles of turbulence intensity
√

k at different streamwise locations are
plotted. At x = 3D, two peaks near the top and bottom tips are observed, which correspond to the
shear layers at the corresponding locations. At x > 5D and further turbine downwind locations, only
the top peak persists with its vertical position moving upward as a result of wake expansion in the
vertical direction. It is seen that the differences between the

√
k in the wake and the inflow are still

significant at x/D = 40 (approximately 4% to 11% of the maximum of
√

k), and become extremely
small at x/D = 100 (less than 3% of the maximum of

√
k) and further downwind locations. The

streamwise variations of turbulence intensity is shown in Fig. 5. It is seen that the turbulence
intensity of all cases rapidly increases in the near wake, reaches a peak, and gradually decays to that
of the inflow. For the cases with larger k0, the location of the maximum

√
k is found being closer
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FIG. 4. Vertical profiles of turbulence intensity at different wind turbine downwind locations. The dashed
lines represent the inflow turbulence intensity. The horizontal dotted lines at z/D = 1.5, 1 and 0.5 indicate the
top tip, hub, and bottom tip positions, respectively.

to wind turbine, and recovers to that of the inflow at a higher rate (The location for I/I0 = 1.01 is
found at 77.2D, 60.4D, and 36.0D for the cases with k0 = 0.001, 0.01, and 0.1 m, respectively.).

Figure 6 shows the vertical profiles of the primary Reynolds shear stress 〈u′w′〉 at different
turbine downwind locations, which measures the turbulent mixing of wake with ambient flow. At
x/D = 3 and 5, the vertical distribution is featured by two peaks, a negative one and a positive one
located close to the top and bottom tips, respectively. At x/D = 10 and further turbine downwind
locations, the turbulent mixing in the region above the wake dominates, with its magnitude larger
than that of the inflow even at x/D = 100.

From the aspect of wind turbine placement and control, the impact of the very far wake (greater
than 20D turbine downwind) is not a big concern, as the distance is significantly larger than the
downwind turbine spacings often employed in the literature. The results presented above showed
that the velocity deficit and wake-added turbulence can be significant at turbine downwind locations
greater than 20D, for which the maximal influenced distance varying with inflows.

FIG. 5. Streamwise variations of turbulence intensity along the wake centerline for different ground surface
roughness lengths. The vertical dotted lines indicate I/I0 = 1.01 for 99% recovery of turbulence intensity.
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FIG. 6. Vertical profiles of primary Reynolds shear stress at different wind turbine downwind locations.
The dashed lines represent the inflow Reynolds shear stress. The horizontal dotted lines at z/D = 1.5, 1 and
0.5 indicate the top tip, hub, and bottom tip positions, respectively. The legend is the same as Fig. 3.

2. Budget equation for mean kinetic energy

To probe into the mechanism for the recovery of the mean streamwise velocity, different terms
in the budget equation for MKE are examined, which can be written as follows:

∂〈E〉
∂t

= −〈Uk〉∂〈E〉
∂xk

− ∂

∂xk

[ 〈Ui〉〈P〉
ρ

δik + 〈uiuk〉〈Ui〉 − (ν + νt )
∂〈E〉
∂xk

]

+ 〈uiuk〉∂〈Ui〉
∂xk

− (ν + νt )
∂〈Ui〉
∂xk

∂〈Ui〉
∂xk

. (4)

For the present statistically steady problem, the time-derivative term is eliminated. The terms on the
right-hand-side are the mean convection (MC), pressure transport (PT), turbulence convection (TC),
viscous diffusion, turbulence production, and viscous dissipation terms, respectively.

Figure 7 shows the vertical variations of different terms in the MKE budget equation for the case
with k0 = 0.001 m. As seen, the MC term is mainly balanced by the TC term except for near-wall
locations. At x/D = 3, 5 turbine downwind locations, the vertical distribution can be divided into
three regions accordingly, i.e., the upper region located around the top boundary of the velocity
wake (Fig. 3) with a positive MC term and negative TC term, the middle region located in the wake
with a negative MC term and positive TC term, and the bottom region located around the bottom
boundary of the velocity wake with a positive MC term and negative TC term. At x/D = 10 and
further wind turbine downwind locations, the negative TC term in the bottom region is replaced by
the positive one, associated with the end of wake expansion towards the wall. It is seen that at far
wake locations (x/D = 40 and further), the positive TC term in the near-wall region is balanced by
the PT term. Such a pressure transport term, however, is different from that due to the recovery of
pressure in the near wake, which is observed at 3D and 5D turbine downwind (Fig. 7).

The TC term around the wake boundary, which plays a key role on the mixing between the
high-momentum ambient fluid and the wake with velocity deficit, essentially extracts (negative) the
momentum from the ambient fluid and disperse (positive) it in the wake. As shown in Fig. 8 for
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FIG. 7. Vertical profiles of the terms in the budget equation of mean kinetic energy for the case with k0 =
0.001. The horizontal dotted lines at z/D = 1.5, 1 and 0.5 indicate the top tip, hub, and bottom tip positions,
respectively.

different components of the TC term, the vertical component dominates the momentum mixing
in the upper region at different turbine downwind locations. In the middle region, both the span-
wise and vertical components are crucial for momentum mixing at x/D = 3, 5, 10. Starting from
x/D = 20, the spanwise component becomes less important when compared with the vertical one.
It is noted that at x/D = 100, 150, 200 turbine downwind locations the vertical component of the
TC term (although the magnitude is small) is still negative in the upper region, which extracts

FIG. 8. Vertical profiles of the three components of the TC term in the MKE budget equation for the case
with k0 = 0.001. The horizontal dotted lines at z/D = 1.5, 1 and 0.5 indicate the top tip, hub, and bottom tip
positions, respectively.
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the local MKE, while it is positive (of high magnitude) in the near-wall region of narrow width,
which enriches the local MKE, explaining the over-recovery of velocity (the negative velocity deficit
shown in Fig. 3) in the near-wall region. In other words, it implies that the boundary layer does not
yet achieve an equilibrium state at 40D and further turbine downwind locations, with the downward
transport mechanism of momentum persisting at those locations. This nonequilibrium state is due
to the large vertical range (which increases with turbine downwind distance) involved in the vertical
momentum mixing, that the momentum extraction occurs around the top wake boundary, while the
momentum enrichment happens in the near-wall region where the magnitude of the Reynolds stress
term is large. One factor, that may introduce uncertainty to the results, is the relatively coarse grid
employed in the simulation in which the viscous inner layer is not directly resolved.

B. Analysis of wake turbulence at different scales

As the wind turbine extracts the kinetic energy from the incoming wind, some turbulent flow
structures lose their energy, meanwhile, the energy is accumulated at specific frequencies (such as
those for wake meandering). In this section, we first show the amplitude of wake meandering at
various turbine downwind locations in Sec. III B 1, then analyze how the energy of turbulent flow
structures at different scales varies as the wind passing the wind turbine and at different turbine
downwind locations by examining the premultiplied power spectral density (PSD) in Sec. III B 2
and the energy density in scale space in Sec. III B 3. To compute the energy density in scale space,
an approach for the decomposition of energy density in scale space based on the sphere-averaged
filter is derived and presented in Appendix B.

1. Amplitude of wake meandering

The amplitudes of wake meandering are examined for the three ground roughness lengths in this
section. The frequency of wake meandering, which can be determined using the pre-multiplied PSD
of the temporal series of velocity fluctuations, will be examined in Sec. III B 2.

The amplitude of wake meandering is computed using the instantaneous wake centers in the
spanwise directions. Different methods for identifying instantaneous wake centers have been em-
ployed in the literature [66]. In this paper, the Gaussian fitting method [48,67,68] is employed.
To eliminate undesired high-frequency fluctuations, which may cause problems during Gaussian
fitting, the fifth-order Butterworth low-pass filtering technique is applied to the spanwise profiles
of the instantaneous streamwise velocity deficit using the butter and filtfilt functions [69] from
the scipy.signal module in Python. Due to the three-dimensional nature of wake meandering, it is
possible that a wake may not exist on the horizontal plane, especially at far wake locations where
the velocity deficit is small and the wake meandering amplitude is high. To avoid the error caused by
the above issue, a validation step is conducted to determine the validity of the identified wake center.
Specifically, the identified wake center yc is considered valid only if wake center is surrounded by
a velocity-deficit region, i.e., y ∈ (yc − 0.2D, yc + 0.2D). The probability of having a wake on the
horizontal plane (i.e., Pw) is defined using the number of valid wake centers identified during the
considered temporal instants.

Figure 9 shows the standard deviation of instantaneous wake center positions σyc , which rep-
resents the wake meandering amplitude. As seen, σyc in all cases progressively increases along the
flow direction until it reaches a stable value. For cases with larger k0, the values of σyc are higher and
reach a stable value at a relatively higher rate. The probability of locating a wake on the horizontal
plane gradually decreases in the far wake region as expected.

2. Premultiplied power spectral density

The premultiplied PSD of the velocity fluctuations filtered using different scales are analyzed.
The filtering of the velocity fluctuation is carried out using a sphere-averaged filter function, which

104605-10



MULTISCALE ANALYSIS OF A VERY LONG WIND …

FIG. 9. Standard deviation of wake center position σyc in the y-z plane at various streamwise locations for
cases with different roughness lengths. The dashed lines indicate the probability of wake meandering occurring.

is defined as follows:

f̄ (rd , s) = ε( s
2 − rd )

Cd sd
, rd =

√√√√ d∑
i=1

(xi − x′
i )

2, (5)

where Cd is a normalization factor, s is the filter scale, d is the dimension of the filter, ε(x) is a step
function. In this paper, the sphere-averaged filtering is performed on the x − y plane located at hub
height zhub. With the sphere-averaged filter function, the velocity fluctuations with the scale larger
than and smaller than the filter scale s are calculated as follows:

ūs>

i (x, y) = f̄ ∗ ui(x, y) =
∫ +∞

−∞

∫ +∞

−∞
f̄ (x − x′, y − y′, s)ui(x

′, y′)dx′dy′, (6)

ūs<

i (x, y) = (1 − f̄ ) ∗ ui(x, y) = ui(x, y) − ūs>

i (x, y). (7)

The characteristics of the premultiplied PSD of the grid-resolved streamwise velocity fluctuations
are first examined in Fig. 10. As seen in Fig. 10(a), the energy at a range of frequencies is high
in the wind turbine’s wake from approximately 1D to 20D turbine downwind because of wake
meandering and wake-added small scale turbulence. Instead of being a constant, it is observed that
the meandering frequency varies in the wind turbine’s downwind direction and recovers to that of
the inflow at around x = 20D according to Fig. 10(b). The Strouhal number of wake meandering
shown in Fig. 10(b) is within the range of those reported in the literature. Some of them are given
as follows: 0.23 (Okulov and Sørensen [70]), 0.28 (Chamorro et al. [13]), 0.15 (Foti et al. [24]),
0.33 and 0.402 (Chamorro et al. [12]), 0.25–0.3 (Foti et al. [25]), 0.26–0.47 (Heisel et al. [9]),
and 0.15–0.25 (Medici and Alfredsson [71]). As for the magnitude of the peak of the premultiplied
PSD normalized by the corresponding inflow turbulence intensity [Fig. 10(c)], it is higher for cases
with lower inflow turbulence intensities (i.e., lower k0), indicating a larger amplification factor for
the range of wake meandering frequencies. Figure 11 shows the contours of premultiplied PSD
of the velocity fluctuations (ūs<

i ) with the scale less than the filter scale s in the s< − f plane. It
is seen that the dominant frequency of the premultiplied PSD of ūs<

i agrees with that of the wake
meandering at x/D = 5, indicating the motions of the considered range of scales essentially ride
on the coherent motion of wake meandering. With the increase of s< (from bottom to up), these
figures tell the impact on the dominant frequency when including larger scales. For the inflow,the
turbulent motions added by increasing the filter scale are observed on the left of the peak (with
lower frequencies). At x/D = 5 turbine downwind, it was observed on both sides of the peak.
The increase at the higher frequencies is due to wake meandering, which will be discussed in the
following analyses. As expected, the magnitude of the premultiplied PSD increases when increasing
the filter scale s. There is a critical filter scale s above which a significant increase in magnitude
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FIG. 10. (a) Contours of the premultiplied power spectral density (PSD) of the streamwise velocity
fluctuations along the rotor centerline for the case with k0 = 0.001 m, in which the black dashed line shows
the peak of the premultiplied PSD at different streamwise locations. (b), (c) Frequency St = f D/Uhub and
magnitude of the peaks of the premultiplied PSD Pu f /σ 2

u for cases with different roughness lengths, in which
f is the frequency and σ 2

u is the standard deviation of the inflow streamwise velocity fluctuations. The shaded
region in (b) illustrates the range between the minimum and maximum values of the St of wake meandering
reported in the literature. The vertical dotted lines in (c) represent the location where the amplitude of the
premultiplied PSD recovers to 95% of the inflow.

occurs. Such critical filter scale, which is in the range of 0.8D to 1.2D, is increased at x/D = 5
turbine downwind location. The critical filter scale essentially tells the length scales, which are
most influenced by the wind turbine wake. It can be expected that such length scales are close to
the rotor diameter, with the Strouhal number in the order of 1 as shown in Fig. 11. However, the
corresponding energy-containing flow structures are yet to be explored, which may be a promising
subject for future work.

After showing the premultiplied PSD of the velocity fluctuations (ūs<

i ) at different streamwise
locations, the streamwise variations of the maximum magnitude of the premultiplied PSD and the
corresponding Strouhal number St = fpeakD/Uhub of the peak frequency are shown in Figs. 12 and
13, respectively, for different filter scales s. It is seen in Fig. 12 that the maximum magnitude of the
premultiplied PSD of ūs<

i is larger and decreases at a slower rate in the turbine downwind direction
for larger filter scale s.

Keeping in mind that increasing the filter scale acts as adding large scales to small scales, the
streamwise extent of the region with the maximum magnitude of the premultiplied PSD higher than

104605-12



MULTISCALE ANALYSIS OF A VERY LONG WIND …

FIG. 11. Premultiplied PSD for (a) streamwise, (b) spanwise, and (c) vertical component of the velocity
fluctuations (ūs<

i ) with the scale smaller than the filter scale s in s< − f plane at different streamwise positions
for the case with k0 = 0.001 m. The dashed line shows the peak of the premultiplied PSD for different filter
scales.

the inflow shows the influence range of the added large scales, which is approximately 20D to 30D
for s< = 2D. As for the frequency (the peak frequency shown in Fig. 13) corresponding to the
maximum magnitude of the premultiplied PSD, it decreases in the wake of the wind turbine and
recovers to that of the inflow at further turbine downwind locations. The recovery rate is similar for
different filter scales, and is the lowest for the spanwise component and the highest for the vertical
component, respectively. So far, the analysis of the premultiplied PSD has been focused on the
velocity fluctuations (ūs<

i ) with the scale smaller than the filter scale s. In Fig. 14, the premultiplied
PSDs of the velocity fluctuations (ūs>

i ) with a scale larger than s are examined. It is seen in Fig. 14(a)
that two peaks exist in the premultiplied PSD of the streamwise velocity fluctuations ūs>

of the
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FIG. 12. Contours of the maximum magnitude of the premultiplied PSD for (a) streamwise, (b) spanwise,
and (c) vertical component of the velocity fluctuations (ūs<

i ) with the scale smaller than the filter scale s for the
case with k0 = 0.001 m.

FIG. 13. Contours of the Strouhal number of the peak frequency St = fpeakD/Uhub of the premultiplied
PSD for (a) streamwise, (b) spanwise, and (c) vertical component of the velocity fluctuations (ūs<

i ) with the
scale smaller than the filter scale s for the case with k0 = 0.001 m.
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FIG. 14. Premultiplied PSD for (a) streamwise, (b) spanwise, and (c) vertical components of the velocity
fluctuations (ūs>

i ) with the scale larger than the filter scale s in s> − f plane at different streamwise positions
for the case with k0 = 0.001 m. The dashed line shows the peak of the premultiplied PSD in different filter
scales.

inflow and the very far wake locations (e.g., x/D = 100), i.e., one at low frequencies and the other
one at relatively high frequencies, with that the former ones persist and move to even lower values
and the latter ones decay quickly when increasing the filter length scale s (i.e., removing the scales
smaller than s). The low-frequency peak is from the inflow, for which the energy will be extracted by
the wind turbine and gradually recovers to that of the inflow at further turbine downwind locations.
At x/D = 5 turbine’s downwind, the peak of low frequency disappears, while the magnitude of the
high-frequency peak is increased with the corresponding frequency relocated to higher values close
to the wake meandering frequency. It is also noted that the dominant frequencies at x/D = 5 are
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skewed to lower frequencies when increasing s. At further wind turbine downwind locations, the
peak of low frequency reappears with a weakened peak of high frequency.

For the other two components of the velocity fluctuations(i.e., v̄s>

and w̄s>

), variations in the
streamwise direction similar to that of ūs>

are observed except that only one peak exists. Overall, this
figure shows the process of energy transfer from large scales of the inflow to the wake meandering
scale in wind turbine wake and vice versa during the recovery of in the very far wake. The exact
variations of different scales will be examined in the next section.

3. Energy density in scale space

The energy density in scale space is examined in this section, which is defined as follows:

E (x, s) = −∂Q̄

∂s
, (8)

where Q̄ = 1
2 〈ūs>

i ūs>

i 〉 is the TKE computed using the sphere-averaged filtered velocity fluctuations
ūs>

i [Eq. (6)]. The energy density E (x, s) in scale space should have the following two properties
[33]:

k(x) =
∫ ∞

0
E (x, s)ds, (9)

E (x, s) � 0, (10)

where k(x) = 1
2 〈uiui〉 is TKE. To the best of our knowledge, a definition with both properties does

not exist yet. Several definitions for energy density or scale energy have been proposed in the
literature [34–36,72,73]. The definition employed in this paper follows that by Hamba [36], in which
the filtered velocities were employed to obtain an expression for the scale-space energy density.
The difference is that the filtered velocity in this paper is obtained using the sphere-averaged filter
[Eq. (5)] instead of the Gaussian filter employed by Hamba [36]. With the assumption that the energy
density at infinite large scale is zero, i.e., E (x,∞) = 0, the current definition [Eq. (8)] satisfies
Eq. (9). It will also be shown that E (x, s) is non-negative in the horizontal plane located at turbine
hub height. For detailed descriptions of energy density, including decomposition of energy density
and energy density in homogeneous isotropic turbulence, please refer to Appendix B. Figure 15
shows the contours of energy density for cases with different roughness lengths. It is seen that the
high energy density is distributed in a triangular shape region in the x − s plane, with the peak
located at around x/D = 5. In the immediate downwind of the wind turbine, the energy density
varies in the streamwise direction in different ways for different scales. For the large scale, the
energy density first decreases, and then increases to the peak at around x/D = 5. For the small
scale, on the other hand, the energy density directly increases to the peak at around x/D = 5. As
one travels to further turbine downwind locations, the energy density decays for all scales with a
relatively higher rate for the large scales. To further examine how the energy of different scales
varies in the streamwise direction, the energy density integrated over a range of scales, i.e., the TKE
k(s1, s2) of the motions with the scale between s1 and s2, which is calculated via

k(s1, s2) =
∫ s2

s1

E (x, s′)ds′ (11)

is examined. Figure 16 shows k(s1, s2)/k(x) as a function of streamwise locations, where the scale
difference, �s/D = (s2 − s1)/D = 0.2, is fixed, except when s1/D = 2 (for which all the scales
larger than 2D are integrated). Three different trends are observed. For motions with scales less
than 1D, the energy immediately increases in the wind turbine’s wake, with the peak located around
5D turbine downwind, and then gradually decreases to the inflow level. For motions with scales
in the range of 1D to 3.2D, the energy first decreases in the very near wake (<1D), increases to
a peak (∼5D) higher than the inflow, and decreases to the inflow level. For motions with scales
greater than 3.4D, the energy also decreases first but then monotonically increases to the inflow
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FIG. 15. Contours of energy density E (x, s) [Eq. (8)] on the x − s plane for (a) k0 = 0.001 m, (b) k0 =
0.01 m, and (c) k0 = 0.1 m. The vertical white dotted line indicates the location of wind turbine. The green
dashed line is the peak of energy density in the streamwise location for each scale s.

FIG. 16. Streamwise variations of the turbulence kinetic energy between two scales k(s1, s2) nondimen-
sionalized using the local turbulent kinetic energy k(x) for the case with k0 = 0.001 m.
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FIG. 17. Premultiplied energy density (sE ) in scale space (s) at different streamwise locations for cases
with different roughness lengths: (a) k0 = 0.001 m, (b) k0 = 0.01 m, and (c) k0 = 0.1 m.

level without a peak higher than the inflow. From 100D to 200D turbine downwind positions, it
is seen that the TKE for small scales reaches a steady state, while the TKE for large scales [e.g.,
2.0 − 2.2D to 3.0 − 3.2D scales shown in Fig. 16(b)] somewhat keeps decreasing until around
135D turbine downstream. Similar trends are observed for 1.0 − 1.2D to 1.8 − 2.0D scales, which
are difficult to notice in Fig. 16(a) because of the relatively large range of the vertical axis. Figure 17
shows the premultiplied energy density at several streamwise locations. For the three inflows, it
is seen that the high energy region is located in the range of 0.8 < s/D < 1.8. At 1D turbine
downwind, the energy becomes less for s/D > 1, while higher for x/D < 1 when compared with
the inflow. Moving further downwind, more energy is contained in motions with scales less than
2D with a peak around s/D = 0.8. At scales around 3D and larger, the increase in energy is minor
or less than that of the inflow. At very far wake locations (e.g., x/D = 100, 200), the distribution
of the premultiplied energy density recovers to that of the inflow. This figure clearly shows the
process of energy transfer from the mean flow and large scales to small scales. The range of
scales with increased energy is solely determined by the rotor scale, while the magnitude of the
increase is governed by the inflow that higher inflow turbulence intensity is associated with a lower
magnitude of increase ratio. It is noted that the energy density of the small scales predicted by the
AD model might be different from a wind turbine in the relatively near wake region (e.g., 5D turbine
downwind) where the effects of tip and hub vortex structures may still exist.

After showing wake statistics in this and previous sections, the mechanism for the wake meander-
ing of the simulated cases is discussed here. First, it should be remarked that the tip vortices and hub
vortex are not captured by the AD model. One consequence is that the variations of statistics in the
near-wake region (x < 3D) might not accurately describe the wake of a wind turbine. Our previous
works [20,74] showed the coexistence of two wake meandering mechanisms, i.e., inflow large eddy
mechanism and shear-layer instability mechanism. The other consequence caused by the limitation
of the AD model is that it may affect the intensity of the wake meandering caused by the shear layer
instability, as shown by Kang et al. [75]. Increasing inflow turbulence intensity in general increases
the amplitude of the wake meandering caused by the inflow large-eddy mechanism. Considering the
increase of wake meandering amplitude with ground roughness length (Fig. 9), we speculate that
the wake meandering of the simulated cases is largely caused by the inflow large eddies. On the
other hand, it should also be noted that the wind turbine and its wake also impact the inflow large
eddies including its energy intensity and characteristic length and time scales. However, this does
not exclude the contribution from the shear-layer instability. The relatively higher increase in the
turbine-added turbulence intensity (Fig. 5) for lower inflow turbulence intensity is directly related
with the wake meandering caused by shear-layer instability, as evidenced by our previous study
[49].

104605-18



MULTISCALE ANALYSIS OF A VERY LONG WIND …

IV. CONCLUSIONS

In this paper, the characteristics of a very long wind turbine wake were analyzed using the
data from LESs. In the simulation, the wind turbine aerodynamics was parameterized using the
AD model. Three different ground surface roughness lengths (i.e., k0 = 0.001, 0.01, 0.1 m) were
considered.

The simulation results were first analyzed by probing into the vertical distributions of streamwise
velocity deficit and turbulence intensity at various wind turbine downwind locations. The analyses
showed that the region with velocity deficit and increased turbulence intensity shifts upward at
very far wind turbine wake locations. The turbulence intensity in the wake recovers to that of
the inflow at a higher rate for the case with higher ground roughness. One interesting observa-
tion was the over-recovery of the streamwise velocity in the near-ground region, which is the
result of the persisting TC (of small magnitude) at very far wake locations. The premultiplied
PSD was also examined, showing that the wake meandering frequency varies via turbine down-
wind distance, and recovers to that of the inflow at approximately 20D wind turbine downwind
location.

Multiscale analyses were then carried out via spatial filtering to further analyze the wake dynam-
ics. The premultiplied PSDs for the velocity fluctuations with length scale less than the filter scale
(ūs<

i ) and greater than the filter scale (ūs>

i ) were examined. The rotor diameter D was observed from
the premultiplied PSDs for ūs<

i being the critical length scale, beyond which a significant change
in the magnitude of premultiplied PSD is observed. The premultiplied PSDs for ūs>

i , on the other
hand, show the process of energy transfer between the inflow turbulent flow structures and wake
meandering. Different trends for different scales are observed from the streamwise variations of the
energy at different scales. For motions of small scales (<1D), the energy immediately increases in
the wind turbine’s wake with the peak approximately located at x ≈ 5D; for motions of scales in the
range of 1D to 3.2D, the energy first decreases in the very near wake (<1D), and then increases to a
peak (x ≈ 5D) higher than the inflow; for motions of scales greater than 3.4D, the energy decreases
first and then monotonically increase to the inflow level without a peak higher than the inflow.
Examination of the energy density in scale space further confirms the above observation, shows
that the energy in scale space is approximately concentrated in the range of 0.8D to 1.8D, and
demonstrates the energy transfer between the large and small scales at various turbine downwind
locations.

The multiscale analyses in this paper were carried out by spatially filtering the velocity fluctu-
ations, which do not differentiate whether they are from large coherent structures or small-scale
fluctuations. Identifying the coherent motions and investigating how they interact with the incoher-
ent fluctuations will be performed in our future study.

Moreover, although the present paper has been focused on the fluid dynamics aspect,
the presented results are useful for the wind energy community. First, the obtained data can
be employed for validating the engineering wake model in predicting the statistics of very far
wake, which is required when assessing the wake effects on the downwind wind farms. Second,
the scale around three rotor diameters (3D) is suggested to be the critical scale for inflow large
eddies being able to advect the wake as passive scalars, which can be employed for developing
dynamic wake models. This is based on the argument that the energy density of such large
eddies will recover to that of the inflow without being intensified by the wake. Lastly, this
paper suggests including the downwind variation of meandering frequency in the dynamic wake
model.
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FIG. 18. Contour of (a) the mean streamwise velocity; (b)–(h) the mean streamwise velocity deficit in y-z
plane at various streamwise locations for the case with k0 = 0.001m. The dashed black lines indicate the disk
of the wind turbine.

APPENDIX A: FLOW FIELD ON Y-Z PLANES

This Appendix shows the flow field on y − z planes at different streamwise locations. It is to
visually show the downwind footprints and the spanwise variations of wind turbine wakes, for which
the latter ones are due to the spanwise variation of the inflow.

The mean streamwise velocity at the inlet (a) and velocity deficit (b)–(j) in the y − z plane at
various streamwise locations for cases with k0 = 0.001 m and k0 = 0.1 m are depicted in Figs. 18
and 19, respectively. It is evident that the wake feature illustrated by the velocity deficit persists at
very far wake locations especially for the case with k0 = 0.001 m. Figures 20 and 21 depict the TKE
of the inflow (a) and wake-added TKE (b)–(j) in the y − z plane at different streamwise positions for
the cases with k0 = 0.001m and k0 = 0.1m, respectively. It is seen that the wake-added turbulence
is mainly located in the near-wall region for z/D < 5 and persists to very far wake locations, which
is still around 10% of the inflow even at 100D turbine downwind for both inflow cases.

APPENDIX B: ENERGY DENSITY IN SCALE SPACE

In this Appendix, we derive a decomposition of energy density in scale space based on the sphere-
averaged filter.

1. Three kinds of filtered velocity and energy

The first filtered velocity is written as

ūl (x, s) = f̄ ∗ ul =
∫ +∞

−∞
f̄ (rd , s)ui(x′)dx′, (B1)
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FIG. 19. Contour of (a) the mean streamwise velocity; (b)–(h) the mean streamwise velocity deficit in y-z
plane at various streamwise locations for the case with k0 = 0.1m. The dashed black lines indicate the disk of
the wind turbine.

where f̄ is the sphere-averaged filter defined in Eq. (5) and d is the dimension of filter. Then the
second filtered velocity can be written as

ûl (x, s) = −∂ ūl

∂s
= f̂ ∗ ul =

∫ +∞

−∞
f̂ (rd , s)ui(x′)dx′, (B2)

f̂ = −∂ f̄

∂s
= d

s
f̄ − δ( s

2 − rd )

2Cd sd
, (B3)

where δ(x) is a Dirac delta function. Assuming ūl (x,∞) = 0, we have

ūl (x, s) =
∫ ∞

s
ûl (x, s′)ds′, ul (x) =

∫ ∞

0
ûl (x, s′)ds′. (B4)

As seen, the second filtered velocity indicates the distribution of the velocity in scale space. Then
the third filtered velocity is defined as the first derivative of velocity in physics space, i.e.,

ũ( j)
l (x, s) = ∂ ūl

∂x j
= f̃ j ∗ ul =

∫ +∞

−∞
f̃ j (rd , s)ui(x′)dx′, (B5)

f̃ j = ∂ f̄

∂x j
= −x j − x′

j

rd

δ
(

s
2 − rd

)
Cd sd

, (B6)

where the subscript j ∈ [1, d] is a integer. With these filtered velocities, we can define three kinds
of filtered energy as follows:

the first filtered energy: Q̄ = 1
2 〈ūiūi〉,
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FIG. 20. Contour of (a) the turbulent kinetic energy from inflow; (b)–(j) the added turbulent kinetic energy
kadd = k − kinflow in y-z plane at various streamwise locations for the case with k0 = 0.001m. The dashed white
lines indicate the disk of wind turbine.

the second filtered energy: Q̂ = 1
2 〈ûiûi〉,

the third filtered energy: Q̃ = 1
2

〈
ũ( j)

i ũ( j)
i

〉
, (B7)

where 〈·〉 indicates the time average and Q̃ corresponds to the energy dissipation ε̄ in transport
equation of the first filtered energy Q̄. Then the energy density in scale space is defined as

E (x, s) = − ∂

∂s
Q̄(x, s) = 〈ûiūi〉. (B8)

In this way, the first filtered energy can be rewritten as

Q̄(x, s) =
∫ ∞

s
E (x, s′)ds′, k = Q̄(x, 0) =

∫ ∞

0
E (x, s′)ds′, (B9)

where k is turbulent kinetic energy.
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FIG. 21. Contour of (a) the turbulent kinetic energy from inflow; (b)–(j) the added turbulent kinetic energy
kadd = k − kinflow in y-z plane at various streamwise locations for the case with k0 = 0.1m. The dashed white
lines indicate the disk of wind turbine.

2. Decomposition of energy density

According to the definition of the third filtered energy Q̃, we have

Q̃ = 1

2

〈
ũ( j)

i ũ( j)
i

〉 = 1

2

〈
∂ ūi

∂x j

∂ ūi

∂x j

〉
= 1

2

(
∂2Q̄

∂x j∂x j
−

〈
ūi

∂2ūi

∂x j∂x j

〉)
, (B10)

∂2ūi

∂x j∂x j
= ∂ ũ( j)

i

∂x j
= ∂ f̃ j

∂x j
∗ ui, (B11)

where

∂ f̃ j

∂x j
= ∂2 f̄

∂x j∂x j
= − 1

Cd sd

(
∂

∂rd
+ d − 1

rd

)
δ
( s

2
− rd

)
. (B12)
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According to the derivative chain rule and the properties of Dirac delta function, Eq. (B12) can be
rewritten as follows:

∂ f̃ j

∂x j
= 1

Cd sd

(
2

∂

∂s
− d − 1

s/2

)
δ
( s

2
− rd

)
. (B13)

Substitute the Dirac delta function which can be obtained from Eq. (B3) into Eq. (B13), we can
easily obtain

∂ f̃ j

∂x j
= − 4

sd+1

∂

∂s
(sd+1 f̂ ). (B14)

So, we can rewrite Eq. (B11) and then substitute it into Eq. (B10), we can finally obtain

2Q̃ = ∂2Q̄

∂x j∂x j
+ 4

sd+1

∂

∂s
(sd+1E (x, s)) + 8Q̂. (B15)

Multiplying both sides of the equation above by sd+1 and integrating with respect to s, we obtain
the decomposition of energy density as follows:

E (x, s) = 1

sd+1

∫ s

0
s′d+1

[
1

2
Q̃(x, s′) − 2Q̂(x, s′) − 1

4

∂2Q̄(x, s′)
∂x j∂x j

]
ds′. (B16)

3. Energy density in homogeneous isotropic turbulence

In the case of the 3D sphere-averaged filter, the first filtered energy and the energy density are
related to the Kolmogorov spectrum E ′(k) as follows:

Q̄(x, s) =
∫ ∞

0
E ′(k)e−skdk, E (x, s) =

∫ ∞

0
kE ′(k)d−skdk. (B17)

In the inertial range, the Kolmogorov spectrum can be modeled as E ′(k) = K0ε
2/3k−5/3 [32]. When

we substitute it into Eq. (B17), we obtain

E (x, s) = K0�

(
1

3

)
ε2/3s−1/3, (B18)

where K0 is the Kolmogorov constant, �(x) is the gamma function, and ε is the energy dissipation
rate.
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