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Hydrodynamic collapse of the Leidenfrost vapor layer
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During the Leidenfrost effect, a stable vapor film separates a hot solid from an evap-
orating liquid. Eventually, after formation and upon cooling, the vapor layer cannot
be sustained and undergoes a violent collapse evidenced by explosive boiling. Com-
putationally, modeling this instability involves an interplay between hydrodynamics,
thermodynamics, rapid evaporation, and length scales from µm to cm. Selective as-
sumptions, made to reduce computational costs, have limited most previous studies to
steady-state investigations. Here, we combine two-phase laminar flow, heat transfer, and
evaporation in a finite-element simulation to examine the failure of Leidenfrost vapor
layers upon cooling. During periods of quiescence, the geometry of the vapor layer agrees
well with steady-state lubrication theory. In the simulations, we report the local temperature
of the solid at failure, T−, which provides a lower bound for recent experimental work
using the same geometric and material conditions. Surprisingly, we find that inertial forces,
which are typically ignored in theoretical treatments of the vapor layer, are responsible for
initiating the instability leading to failure.

DOI: 10.1103/PhysRevFluids.8.094003

I. INTRODUCTION

The Leidenfrost vapor layer was first noted by J. G. Leidenfrost in his 1756 treatise on the
properties of water. He realized that water would not wet the surface of a sufficiently heated spoon
and instead floated on a layer of its own vapor [1]. The significance of this discovery has become
important for both fundamental fluid mechanics and industrial applications [2]. Previous studies
of the Leindenfrost effect have focused on the vapor layer geometry [3–9], spontaneous motion
and oscillations of drops [10–16], drop impact on heated surfaces [17–23], and “nanopainting”
through particle deposition [24,25]. The temperature at which the vapor layer forms (or fails) is
important in all of these examples, yet this temperature is not well understood. Influencing factors
that determine the Leidenfrost temperature include surface roughness [26–30], hydrophobicity
[29,31–35], solid thermal properties [32,33,36–39], liquid temperature [29,36,37,39–41], solid ge-
ometry [32,33,36,37,39,40,42,43], and liquid impurities [29,38,43–45]. Most recently, studies have
revealed that there are two separate Leidenfrost temperatures: A higher temperature for spontaneous
formation (T+), and a lower temperature for ultimate failure (T−), which are often separated by over
100 ◦C [46–48].

How does a stable vapor layer fail? On smooth, solid surfaces, T+ should be predominantly
determined by van der Waals forces between the liquid and solid, and thus should be material
dependent. This implies that if liquid solid-contact occurs above T+, then rapid vaporization of
the liquid will maintain the integrity of the vapor layer. If contact occurs below T+, the liquid will
spontaneously wet the surface and explosive boiling will ensue [49]. However, experiments have
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FIG. 1. (a) Inverse Leidenfrost schematic. R is the radius of the hot object, θ is the angular spherical
coordinate measured from π/2 to π , h(θ ) is the thickness of the vapor layer, H is the height from the tip
of the hot object to liquid level, and v0 and u(θ ) are the evaporation velocity and average flow velocity in the
vapor layer. (b) Box and Whisker distribution of experimental values of the failure temperature, T−, as reported
in Harvey et al. [46]. T− ≈ 140 ◦C for all materials tested. (c) Experimental picture of the wavefront instability
[46] that leads to the collapse of the vapor layer pictured in (d). The time between the two images is 30.3 µs.

shown that droplets can levitate above hot surfaces well below T+ [46,50], where Leidenfrost vapor
layers can be tens of microns thick. In this regime, Leidenfrost vapor layers are metastable. Without
external perturbations, their ultimate levitation temperatures (T−) are determined by geometry of
the surface and the hydrodynamic stability of the coupled liquid-vapor system.

In experiments, direct measurements of the vapor-fluid and vapor-solid interfaces are extremely
challenging. Our recent experimental work resolved microsecond dynamics of vapor layer failure
using a high speed electrical technique and geometric capacitive model for the fluid interfaces [46].
In the experiment, an inverse Leidenfrost system was used, which provided a well-defined vapor
layer surface area despite evaporation. The hot solid material was a metallic rod with a spherical
tip of radius, R = 8 mm [Fig. 1(a)], immersed in a bath of salt water of height H above the tip.
After formation of the vapor layer at high temperatures, the solid was cooled until the vapor layer
collapsed and explosive boiling ensued. We found a consistent failure temperature, T− ≈ 140 ◦C
[Fig. 1(b)], for all experiments of various metals and salt concentrations. This suggests that a
hydrodynamic instability, i.e., surface waves growing in amplitude, incited vapor layer collapse [46].
This can be seen in Figs. 1(c) and 1(d) and Movie S1 of the Supplemental Material [51]. Beyond
these experimental results, computational fluid mechanics can be used to specify the dominant
hydrodynamic mechanism that initiates vapor layer collapse.

Previous simulations [4,6,9,52] have succeeded in matching the experimentally-measured ge-
ometries of steady-state Leidenfrost drops [3,5,52]. However, vapor layer failure is inherently
dynamic, and steady-state approximations are invalid in this regime. Additionally, other simplifying
assumptions commonly used to describe the fluid mechanics of vapor layers may be invalid near
failure. First, lubrication theory is typically used to describe the vapor layer, which assumes the
thickness (10–100 µm) is slowly varying in space and completely ignores inertia [4,9]. The latter
is especially important since the Reynolds number in the vapor layer can be of order unity [15].
Second, nearly all theory and computational work assumes a uniform temperature throughout the
fluid, with few exceptions [52]. A uniform temperature neglects convection, heat transfer, and
phase change through evaporation [9]. These simplifying assumptions significantly reduce the
computational costs of modeling vapor layers between solids and liquids. In some cases, different
regimes of stability can be found between steady-state solutions [6–8]. However, they provide little
insight into the rapid dynamics of vapor layer failure.

Here, we use a COMSOL MULTIPHYSICS simulation to combine two-phase laminar flow, heat trans-
fer, and evaporation to investigate the dynamics and failure of Leidenfrost vapor layers upon cooling.
The axisymmetric model uses the same inverted Leidenfrost geometry as the experiments, and is
validated by matching quiescent interface profiles prior to failure with a steady-state lubrication
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FIG. 2. (a) Initial geometry for a hot copper object of R = 8 mm and a water height of H = 14 mm at
t = 0 s. The color scale denotes the volume fraction of the two-phase fluid (gas = 1, liquid = −1). (b) Charac-
teristic vapor layer profile after ≈ 20 s when the water height reached equilibrium. The inset shows a zoom-in
of the phase-field profile in the vapor layer.

model, similar to previous studies. Upon cooling, we find that the vapor layer undergoes a rapid and
violent failure, similar to experiments. By modeling a wide range of solid material geometries and
thermal properties, we demonstrate that the temperature at failure, T−, agrees well with previous
experiments, and in fact provides a lower bound on T− for smooth surfaces. Failure occurs by
means of a series of growing sinusoidal perturbations in the liquid-vapor interface that approach
the surface. The leading perturbation that touches the surfaces first causes failure at a single point.
By varying the surface tension and molecular weight of the gas in the simulation, we found that
the inertia of the evaporated gas, almost always neglected in theory, is paramount to inciting the
instability which ultimately results in vapor layer collapse.

II. COMSOL SIMULATION DETAILS

We simulated a three dimensional (3D), axisymmetric inverse Leidenfrost system consisting of
a hot object immersed in a heated liquid bath. We used a cylindrical coordinate system with radial
coordinate r and axial coordinate z. The simulation space was a 40 mm × 40 mm box consisting of
a solid rod with a spherical tip of radius R centered on the axis of symmetry, r = 0 mm, Fig. 2(a).
The bottom tip of the hot solid was fixed at z = 22 mm and the initial liquid height was z = 21 mm.
During the simulation, the height of the liquid was slowly raised until it reached a final height
H , forming a vapor layer around the spherical tip. This process is shown in Movie S2 of the
Supplemental Material [51]. The surface area of the vapor layer was controlled by varying the radius
of the spherical tip, 2 � R � 16 mm, and the liquid level 0.5 � H � 17 mm, Fig. 1(a). To suppress
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superheating of the liquid and minimize wall boundary effects, the outer boundary at r = 40 mm
was held at 70 ◦C with a slip condition (no restrictions on tangential velocity).

In the fluid domain we modeled a two-phase incompressible fluid with gravity using the non-
conservative phase field equations. The nonconservative form must be used to avoid excessive
convergence times while maintaining accurate results for our simulations [53,54]. The fluid domain
mesh size was adaptive, ranging 2.25–195 µm. In the solid domain we found a mesh size of
3–800 µm led to reproducible results. Within COMSOL, the laminar flow and two-phase flow modules
allow for gradients in density and viscosity, thus the Navier-Stokes equations are defined as follows
with the corresponding incompressibility condition [55]:

ρ
∂�v
∂t

+ ρ(�v · �∇ )�v = −�∇p + �∇ · [μ( �∇�v + ( �∇�v)T)] + ρgẑ, (1)

ρ �∇ · �v = 0. (2)

Here �v is the velocity, g is the acceleration due to gravity, ρ is the density of the fluid, p is the
pressure, and μ is the dynamic viscosity of the fluid.

We note that previous studies investigating steady-state solutions of the vapor layer only consider
the fluid dynamics of the vapor flow using a lubrication approximation [4,6]. The lubrication
approximation neglects the inertial terms of the Navier-Stokes equations and instead assumes Stokes
flow,

�∇p = μ �∇2�v, (3)

in the vapor layer, which is typically only 10–100 µm thick and varies slowly along the solid surface.
The evaporating liquid is considered a solid boundary with no slip, or is modeled as a Navier-Stokes
fluid [4,9] where evaporation is parametrized and constant along the interface. We will use this same
approximation in Sec. III to verify our full simulation results well before vapor layer failure.

Evaporation was added to the COMSOL model as a heat source term, Qs, defined in the literature
as [56,57]

Qs = −ṁLδ, (4)

where L is the latent heat of vaporization of the liquid defined in Table I. The rate of mass
vaporization, ṁ, and the interface delta function, δ, are defined as

ṁ =
{

RT ρv
T −Tsat

Tsat
if T < Tsat,

RT ρl
T −Tsat

Tsat
otherwise,

(5)

and

δ = 3Vf l (1 − Vf l )
√

| �∇φ|2 + eps. (6)

Here Tsat, ρv , and ρl are defined in Table I, RT = 0.001 m/s is a tuning parameter, eps is a small
mathematical number to ensure there are no divisions by 0 when using δ [56], T is the temperature
of the fluid, and Vf l is the volume fraction of water. In this formulation, the phase field φ takes
values from −1 (liquid) to 1 (vapor). The same equations for ṁ and δ are used by Jafari et al. to
successfully simulate a growing vapor bubble in a confined tube [56].

A weak expression, Wk , in the fluid domain helps produce smooth results: Wk = test(ψ )φs +
test(p) us, where test() is a localized sampling function, φs = −ṁδ(Vf v/ρv + Vf l/ρl ) is the source
term of the phase field equation, us = ṁδ(1/ρv − 1/ρl ) is the source term in the continuity equation,
and Vf v is the volume fraction of the vapor. The phase field help variable is

ψ = −�∇ · ε2
p f

�∇φ + (φ2 − 1)φ + ε2
p f

λ

∂ f

∂φ
, (7)
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TABLE I. Liquid and vapor simulation variables used in the COMSOL and lubrication models.

Parameter Expression Units Description

Mw 0.018 kg/mol molecular weight of water
L 42000/Mw J/kg latent heat of vaporization
Tsat 373 K saturation temperature
ρl 1000 kg/m3 density of water
ρv (p0 × Mw )/[8.314 × (T + eps)] kg/m3 density of water vapor
RT 0.001 m/s tuning parameter
hmax 195 µm maximum grid size
p0 101325 Pa atmospheric pressure
μl 2.82 × 10−4 Pa s dynamic viscosity of the fluid
μv 1.3 × 10−4 Pa s dynamic viscosity of the gas
γ 0.0588 N/m surface tension coefficient
kl 0.63 W/(m K) thermal conductivity of water
kv T × 8.32 × 10−5 − 7.46 × 10−3 W/(m K) thermal conductivity of vapor
kT (kl − kv ) × Vf l + kv W/(m K) thermal conductivity for two-phase flow
C pl 4200 J/(kg K) specific heat of liquid water
C pv 1840 J/(kg K) specific heat of water vapor
C pf (C pl − C pv ) × Vl + C pv J/(kg K) specific heat for two-phase flow

where εp f is the interfacial thickness variable and λ = 3εp f σ/
√

8. The help variable describes the
interfacial free energy between the two phases [56,58]. All other variables are defined in Table I.

For all simulations, we assume properties of the liquid and vapor phase associated with liquid
and gaseous water. However, we used a larger value for the viscosity of the water vapor since it
was necessary for numerical stability (as discussed in Sec. IV). A typical initial phase field frame
is shown in Fig. 2(a). For each simulation, initialization included defining the thermal properties of
the hot solids, Table II, and the starting isothermal temperature of all phases. For most cases, 650 K
was used as the starting solid temperature. For some simulations, an increased solid temperature
was required for large values of H and low thermal conductivity materials. The initial water and
vapor temperatures were set to 90 ◦C and 110 ◦C, respectively. In addition to thermal properties of
the solids, the contact angle for water on all solid surfaces was specified at 90◦, consistent with
experimental measurements on aluminum near boiling [59]. Given this contact angle, the results of
Zhao et al. [49] suggest that thermocapillary wetting should occur at approximately 250 ◦C. This
means that when the vapor layer fails, the liquid should wet the surface and spread rapidly.

An atmospheric pressure outlet at z = 40 mm allowed gas to escape, while an inlet at z = 0 mm
had a variable pressure, P, which controlled the equilibrium water level H . Initially, P was defined
and maintained for 1 s at P = P0 = ρl gz, where z = 21 mm. After 1 s of simulation time, the
pressure was slowly increased according to P = 5t + P0, which raised the water height until P =
P0 + ρl g(H + 1 mm), as shown in Fig. 2(b). As the water level rose a vapor layer spontaneously
formed around the hot object due to evaporation. The pressure boundary at z = 0 mm conveniently

TABLE II. Thermal properties of the hot objects used in our simulations.

Material ks

(
W

m K

)
ρ

( kg
m3

)
Cp

(
J

kg K

)
Copper Cu 386 8940 385
Aluminum Al 247 2710 897
Iron Fe 60 7800 449
Titanium Ti 7 4420 540
Glass 0.8 2500 792
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t = 0.00s
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= 0.2  (m/s)
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FIG. 3. A time series of an R = 8 mm copper object from top to bottom. From left to right are a phase
field, velocity, and temperature field at the same time. The color map is −1 � φ � 1, 0 � v � 0.2 (m/s), and
350 � T � 650 K for columns 1–3 respectively. The vapor layer fails between frames 28.6 and 28.7 s.

minimized the effects of using the nonconservative mass equations by maintaining H with as
much water inflow as was necessary. Once the desired H was achieved, the simulations continued
unhindered until the vapor layer failed. Time series for typical simulations of copper, aluminum, and
titanium solid objects with R = 8 mm and H = 8 mm are shown in Figs. 3–5, respectively. These
simulations will be discussed further in Sec. IV.

III. LUBRICATION MODEL AND COMPARISON

To help ensure the validity of the COMSOL MULTIPHYSICS simulations, we compared quiescent,
near steady-state profiles at early times with a steady-state lubrication approximation. Nearly
identical lubrication models have been used to describe the air or evaporated vapor flow under a
levitated drop [4,6–9,60]. In particular, predictions from Snoeijer et al. [6] show excellent agreement
with experiments of Leidenfrost drops [3,5]. The lubrication approximation balances the leading
order pressure gradient terms driving the tangential flow in the vapor layer with gradients in viscous
stress, and ensures conservation of mass in the flow. For the lubrication model presented here,
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FIG. 4. A time series of an R = 8 mm aluminum object from top to bottom. From left to right are a phase
field, velocity, and temperature field at the same time. The color map is −1 � φ � 1, 0 � v � 0.2 (m/s), and
350 � T � 650 K for columns 1–3 respectively. The vapor layer fails between frames 23.5 and 23.6 s.

both the liquid-vapor interface and the solid material are considered motionless. This is valid if the
viscosity of the liquid is considerably larger than the vapor. Although in our COMSOL simulation the
liquid is only twice as viscous as the vapor (Table I), this simplification allows one to ignore flow in
the liquid phase and serves as a leading-order description of the physics.

In general, the lubrication approximation makes two major assumptions to simplify the governing
equations. First, h/L � 1, where h is the local gap thickness and L is the total vapor path length.
This is valid in steady-state Leidenfrost drops where 10 � h � 100 µm and L � 2 cm. Second,
the vapor has a parabolic velocity profile within the gap such that ux(x, y, t ) = 6ūy(h − y)/h2, and
ū = ū(x, t ) is the mean velocity in the tangential direction [61]. A schematic of this geometry is
shown in Fig. 6(a). A further simplification is typically made by assuming steady-state, so that
ū = ū(x). Although this results in a system of two ordinary differential equations for ū(x) and h(x),
during failure of the vapor layer these assumptions break down. The wavelength and amplitude of
the instability, which causes vapor layer failure, grow in time so that dh/dx ≈ 1, Fig. 6(b). The
wavelength becomes the important longitudinal length scale, L, thus breaking the assumption that
h/L � 1. Subsequently, we only can compare our simulations to the lubrication approximation at
steady-state times well before failure.
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t = 0.00s
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FIG. 5. A time series of an R = 8 mm titanium object from top to bottom. From left to right are a phase
field, velocity, and temperature field at the same time. The color map is −1 � φ � 1, 0 � v � 0.2 (m/s), and
350 � T � 650 K for columns 1–3 respectively. The vapor layer fails between frames 14.9 and 15.0 s.

In our lubrication model, we ignore inertia. Estimates for the flow beneath centimeter-scale
droplets suggest that Re � 0.3 [16], so this assumption is reasonable. Since we are not explicitly
considering evaporation, we assume that there is a constant flow of gas that feeds the vapor layer
at velocity v0. We only consider the flow around the lower part of a hemisphere immersed in the
liquid, and use axisymmetric spherical coordinates so that the tip of the hemisphere (with radius R)
corresponds to θ = π [Fig. 1(a)]. Both the film thickness, h(θ ), and the depth-averaged velocity,
ū(θ ), vary with the angular coordinate. We will assume that h � R, and that h′ � R, where prime
denotes differentiation with respect to θ . This means that the film is thin and that its thickness varies
slowly along the edge of the hemisphere, an assumption that must break down at failure.

With these assumptions, there are two differential equations that describe the steady state profiles
of h and ū(θ ):

hū sin θ = −Rv0(1 + cos θ ), (8)

12η
ū

h2
= 1

R

d

dθ
[ρlg(R + h) cos θ + γ κ]. (9)
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FIG. 6. (a) Schematic of a time-independent two-dimensional lubrication approximation of vapor flow
between a hot solid and a fluid. Here h is the thickness of the vapor layer along x, and �u(x, y) is the velocity
field. The evaporation feeds the gas layer at a velocity v0. In this system dh/dx � 1 and a parabolic flow
profile allows the velocity to be integrated over y, simplifying �u(x, y) to ū(x). (b) Prior to vapor layer failure, a
perturbation forms and grows so that dh/dx ≈ 1, meaning that lubrication theory is not strictly valid.

Equation (8) comes from mass conservation of the gas in the vapor layer, assuming that ū(π ) = 0
from symmetry considerations. Equation (9) balances the pressure gradient necessary to drive
the flow ū in the lubricating vapor layer with the pressure gradient determined by hydrostatic
(gravitational) forces and variations in the Laplace pressure. The variable κ = κ (θ ) is the total
curvature of the interface, and can be calculated by taking the divergence of the normal vector to the
liquid-vapor interface:

κ = �∇ · n̂, (10)

n̂ =
(

−r̂ + h′

R + h
θ̂

)(
1 + h′2

(R + h)2

)−1/2

, (11)

where the spherical coordinate r is evaluated at R + h after differentiation. Here we have kept the
full curvature with no approximations in order to correctly model the shape of the interface all the
way to the boundary.

Equation (8) can be solved directly for ū and inserted into Eq. (9), resulting in a third-order
differential equation for h(θ ). For a given gas input velocity (v0), we chose initial values of
h(π ) and h′′(π ) since h′(π ) = 0 by axisymmetry. We then solved the resulting equation for h(θ )
until we matched the height of the liquid level at the outer boundary (r 	 R), and required that
h′ = (R + h) cot θ , so that the normal to the interface pointed in the z direction. Importantly, we
emphasize that these are steady solutions, so there are no dynamics. This means that, for a given
v0 and set of boundary conditions, a solution may not exist. In fact, the structure of the branches
where solutions exist is quite complicated, as may be expected from similar problems considering
the lubricating flow under droplets [7,8]. In reality, a vapor layer may exist for all thicknesses and
boundary conditions, but will fluctuate in time. Periods of quiescent behavior in the experiments
[46] and COMSOL simulations may correspond to regimes where steady solutions of the lubricating
vapor layer exist.

Using the properties for water and vapor given in Table I, we show comparisons between the
lubrication model and COMSOL simulation at early times in Fig. 7. The lubrication model parameters
h(π ), h′′(π ), and v0 were adjusted to best match the COMSOL profiles where the phase field φ = 0
(50% vapor, 50% liquid). The agreement is excellent for different values of the external water level
H . However, the lubrication model tends to have a minimum in h that is smaller than in the COMSOL

simulation, meaning that the interface comes closer to the solid boundary. This may be due to
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FIG. 7. Comparison between the COMSOL rendered interface for φ = 0 at steady state, red, and the
lubrication modeled interface, black. Both models use the parameters in Table I. For (a), H = 5 mm,
h(π ) = 185.3 µm, h′′(π ) = 402.5 µm, and v0 = 9.31 mm/s. For (b), H = 10 mm, h(π ) = 185.2 µm, h′′(π ) =
33.1 µm, and v0 = 9.97 mm/s.

the variation in evaporation rate in the COMSOL model, which is determined by thermodynamics,
whereas the lubrication model assumes a constant value of v0 along the entire interface. Figure 8
shows the solutions for h(θ ) and ū(θ ) that correspond to the profile shown in Fig. 7(b). The minimum
in h aligns with the maximum in the velocity ū. The near linear increase in the velocity from θ = π

is a result of the increasing mass flux into the vapor layer [Eq. (8)]. The peak in |ū| ≈ 0.5 m/s agrees
very well with the velocity from the full COMSOL simulation, discussed in more detail in Sec. IV.

IV. FAILURE OF THE VAPOR LAYER

The primary purpose of the COMSOL simulations was to provide a quantitative understanding
of the failure of Leidenfrost vapor layers. As such, we varied the geometry of the vapor layer and
the thermal properties of the hot solid to best match our previous experimental results [46]. In
experiments, we found that the minimum Leidenfrost temperature, T− = 140 ◦C, was independent
of solid thermal properties, geometry, and salt concentration of the liquid. However, the physical
geometry of the metallic hot solid was limited by experimental constraints. Here, we show how our
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FIG. 8. Solution of Eqs. 8 and 9 for (a) h and (b) ū using the boundary conditions h(π ) = 185.2 µm,
h′′(π ) = 33.1 µm, and v0 = 9.97 mm/s. These solutions correspond to Fig. 7(b), where θ = π/2 is the vapor
flow outlet and θ = π is the tip of the hot object.

simulations can replicate experimental results, explore a larger variation of system parameters, and
provide insight into the instability that drives vapor layer failure.

A typical simulation evolved as described in Sec. II until vapor layer failure (explosive collapse).
As the water level rose, evaporation produced a vapor layer of order 100–200 µm around the hot
solid object. During subsequent cooling, for solids such as aluminum or copper with high thermal
conductivity, the solid was nearly isothermal during the simulation (Figs. 3 and 4). However, there
was significant local cooling near the tip of the solid in materials with low thermal conductivity, such
as titanium (Fig. 5). In all simulations, local cooling of the liquid due to evaporation, determined
by Qs, was initially strong enough to create a downward convective flow, as illustrated in Figs. 3–5.
This downward flow eventually subsided as the solid cooled, but persisted until failure for titanium.
As a consequence, the flow in the liquid adjacent to the vapor layer could reverse direction during
the simulation.

Upon further cooling of the solid, the vapor layer thinned and developed time-dependent varia-
tions in thickness; a dynamic instability leading to failure. In experiments, this instability manifested
as visible surface waves, Fig. 1(c), which preceded the explosive collapse of the vapor layer. In
simulations, the instability appeared as the same interfacial wave, sometimes many waves, which
grew and moved along the surface until fluid-solid contact (last frames of Figs. 3–5). This is most
clearly illustrated in Fig. 9 (Movie S3 of the Supplemental Material [51]), which shows a times
series of vapor layer failure for a copper object. The location of the failure point was somewhat
stochastic and typically did not occur at the minimum in h [e.g., Fig. 8(a)].

Figure 10 shows an unwrapped angular plot of both the phase field and velocity magnitude from
the same simulation. An obvious feature seen here is the appearance of local liquid contact at the tip,
θ = π . This occurred in nearly all simulations, but most prominently for solids with lower thermal
conductivity and small values of R. This apparent contact did not produce explosive boiling, and
the vapor layer failure seemed to occur at smaller values of θ away from the tip. Additionally,
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FIG. 9. The left six frames show a phase field time series leading to the failure of the vapor layer near
a solid with the thermal properties of copper. Surface waves are clearly visible and grow in time until one
peak contacts the solid. On the right is a velocity field 10 ms before vapor layer failure. The arrow length is
proportional to the logarithm of the velocity magnitude for visibility.

this apparent contact was not observed in experiments [46], and is likely a consequence of the finite
thickness of our phase field or the enforced axisymmetric geometry. Nevertheless, at the failure point
away from the tip, liquid-solid contact occurred in tens of milliseconds, which agrees well with the
rapid timescales for collapse measured in experiments [46]. At the contact point, the temperature
of the solid, Ts, was still well above the boiling point of water, so rapid evaporation ensued at
the moment of contact. Subsequently, the COMSOL simulation often crashed due to the explosive
nature of the event and the inability to capture such rapid dynamics. However, we can analyze the
results of the simulation leading to failure and compare directly to experiments.

In our experimental work, we could precisely determine the failure of the vapor layer in time
as a discontinuity in the thickness measurement [46]. That discontinuity correlated to the wetting
of the surface as liquid came into contact with the hot solid. To directly compare simulations and
experiments we define vapor layer failure as the initial contact point between the fluid and solid.
Therefore, T− was measured locally in the solid at the contact point one time step before collapse.
Furthermore, to compare among simulations and experiments with different values of the tip radius
R and water height, H , we computed the effective surface area of the vapor layers, Aeff = Av/Alc.
The quantity Av is the surface area of the vapor layer found by integrating over a semisphere [62]:

Av =
∫ 2π

0

∫ cos−1 R−a
R

0
R2 sin θ dθ d� = 2πaR. (12)

Here a is the height above the tip measured at the inflection point of the φ = 0 contour [Fig. 11(a)].
We divide by Alc = 2π l2

c to normalize the area, where lc = √
γ /ρl g = 2.5 mm is the capillary

length of boiling water. Using two parameters, the radius of the hot solid, 2 � R � 16 mm, and
the water height, 0.5 � H � 17 mm, an effective area range of 0.02 < Aeff < 12 was achieved in
simulations. In Fig. 11(b) we plot T− as a function of Aeff for hot objects of various radii and thermal
properties. The thermal properties correlated to real material values described in Table II. Just as
in experiments [Fig. 1(b)], we found that T− was nearly independent of the thermal properties of
the solid. Generally, T− decreased as Aeff decreased and even approached the boiling temperature
[46,50,63], yet T− appeared to plateau at larger values of Aeff . The plateau region begins at Aeff ≈ 1,
so that the characteristic size of the vapor layer is approximately the capillary length, lc. This
is consistent with experiments with liquid drops where the effective area could be easily varied
by more than one decade [46]. In the experiments using an hot object immersed in a bath, as
simulated here, the effective area was limited to a much smaller range, as shown in Fig. 1(b). In
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(a) (b)

FIG. 10. Time series of vapor layer failure (unwrapped in the angular coordinate) of (a) the phase field and
(b) the velocity magnitude. The tip of the hot object is located at θ = π and gas escapes above θ = π/2. Here
we use the thickness h as a coordinate to represent the distance away from the hot object. The black line is the
φ = 0 contour of the gas-fluid interface. As time progresses, multiple perturbations evolve, yet only one leads
to failure at a single point.

this range of Aeff , the simulations act as a lower bound for experimental values of T−. This should
be expected since there were uncontrollable factors in the experiments such as microscopic debris in
the water and finite surface roughness of the hot solid. Both of these effects could lead to premature
failure at higher temperatures. Overall, it is remarkable that the simulations agree quantitatively
with the experiments despite their simplifications, such as enforcing an axisymmetric geometry,
and necessitating a higher vapor viscosity for numerical stability. This implies that the nature of
the failure mechanism depends on other fluid properties of the vapor. To better understand the
evolution of failure, we investigated larger solid objects (R = 16 mm) where multiple perturbations
could grow, move, and evolve prior to failure. Figures 12(a) and 12(b) show two final frames
from the simulation. A relatively smooth vapor layer quickly developed a series of thickness and
velocity perturbations resembling a wave train. The spacing between the perturbations decreased
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FIG. 11. (a) Av is the surface area of the shaded region depicted in the picture. Equation (12) defines the
area from the tip of the hot object to the inflection point of the fluid interface at height a. (b) Local failure
temperature, T−, for simulations using various material properties, denoted by color, and object radii R =
2–16 mm, denoted by symbols, versus the normalized surface area of the vapor layer. Aeff = Av/Alc, as defined
in the text. (c) Comparison of T− from all simulations with data from experiments [46], where simulations act
as a lower bound for experimental results.

as θ decreased towards the vapor exit. Since the average vapor velocity also increases near the
exit [i.e., Fig. 8(b)], we surmise that the local growth of each perturbation depends on the local
vapor velocity. To visualize this more clearly, we plot the unwrapped phase contour and velocity
magnitude in Figs. 12(c) and 12(d). Prior to the growth of the perturbations, the thickness profile
agrees well with the prediction from the lubrication model, Fig. 8(a). Just before failure, there is a
clear characteristic wavelength (λ) for the series of perturbations that develop. In units of length,
this wavelength corresponds to λ ≈ 2.45 mm. The appearance of a definitive wavelength suggests
a hydrodynamic instability is initiated that leads to liquid-solid contact.

How does this hydrodynamic instability determine the failure temperature? In the vapor layer
flow, there are two major forces that could naturally lead to an instability. First, the pressure in the
vapor layer acts against buoyancy, so that a Rayleigh-Taylor (RT) type of instability could lead
to liquid touching the surface. In fact, the RT instability is known to determine the maximum
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FIG. 12. Color map of the velocity magnitude of the two-phase fluid at 30 s [(a) and (c)] and 30.1 s [(b) and
(d)] with the φ = 0 contour in black. The radius of the object was R = 16 mm. (a) and (b) show the geometry
in cylindrical coordinates, while (c) and (d) uses unwrapped angular coordinates. The angle θ is defined in
Fig. 1(a). Here we use the thickness h as a coordinate to represent the distance away from the hot object.
Interface perturbations with λ ≈ 2.45 mm grow between the two frames and failure occurs at the apex of the
wave furthest to the right in panel (b) [left in panel (d)].

size of Leidenfrost drops [3,5,6]. Second, the rapid flow in the vapor layer applies a stress to
the liquid-vapor interface and can lead to a Kelvin-Helmholtz type of instability. However, the
simplest example of both of these instabilities leads to critical wavelengths of order 1–2 cm [61],
not millimeters, as we observe in our simulations and experiments [46]. In the Leidenfrost vapor
layer, there are additional complexities that need to be considered, such as the presence of a solid
surface, viscous and inertial forces, evaporation, and a nonplanar geometry.

Consider the simple picture of a wave at the gas-fluid interface depicted in Fig. 6(b) and the forces
acting on it. Surface tension and evaporation both act as restoring forces to suppress the growth of
liquid-vapor interface perturbations. For example, the rate of evaporation should increases as the liq-
uid approaches the solid, producing a higher local pressure. As mentioned, buoyant forces (gravity)
can instigate the growth of perturbations (RT instability), but only for centimeter-scale wavelengths.
The net effect of viscous lubrication pressure depends on the geometry of the perturbation. For a
symmetric perturbation, a high and low pressure develop that are equal in magnitude on each side
of the perturbation, resulting in no net lift. Thus, for an infinitesimal sinusoidal perturbation to a flat
vapor interface, viscous forces alone may not explain this instability.
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We hypothesize that inertial forces in the vapor layer can lead to a reduction in pressure sufficient
to draw the liquid-vapor interface close to the solid, initiating contact and failure. Indeed, inertia has
been shown to be necessary in the formation of finite-time singularities in similar two-dimensional
flows [64,65]. An overly simplistic balance of Laplace and Bernoulli pressure can illustrate this
idea. Referring to Fig. 6 again, consider a sinusoidal perturbation of amplitude �h and wavelength
λ to the flat liquid-vapor interface,

h = h0 + �h sin(2πx/λ), (13)

where h0 is the mean vapor layer thickness. Conservation of mass in the vapor layer leads to an
increase in the velocity, �u, where the perturbation is closest to the surface,

h0u0 = (h0 − �h)(u0 + �u), (14)

where u0 is the mean velocity in the vapor layer. The reduction in pressure due to Bernoulli suction
is given by

�p1 = 1
2ρvu2

0 − 1
2ρv (u0 + �u)2. (15)

The change in Laplace pressure from the curvature of the interface is given by

�p2 ≈ γ
d2h

dx2
= 4�hπ2γ

λ2
, (16)

where the derivative is evaluated at point of closest approach. If �p1 + �p2 < 0, the perturbation
will grow. Combining these equations and assuming �h/h0 � 1, we can derive an expression for
the critical wavelength that satisfies this condition:

λc = 2π
√

h0γ

u0
√

ρv

. (17)

To estimate λc, we use the φ = 0 contour line [i.e., Fig. 12(c)] where h0 ≈ 150 µm, u0 ≈ 0.3 m/s,
γ = 0.0588 N/m, and the density ρv = 300–500 kg/m3 since we do not have a sharp liquid-vapor
interface [Fig. 10(a)]. With these numerical values, λc ≈ 2.8–3.6 mm, which is in reasonable
agreement with the wavelengths observed in Fig. 12(b). In experiments, the liquid-vapor phase
separation is much sharper and is well defined. As a consequence, to estimate λc, one must use the
density of water vapor near boiling, ρv = 0.59 kg/m3. Additionally, at failure, the average thickness
of the vapor layer is h0 ≈ 15 µm [46]. The velocity u0 in experiments should be much larger than the
simulations because h0 is smaller, leading to enhanced heat transfer and a higher rate of evaporation,
and by conservation of mass [Eq. (8)]. With this in mind, a mean velocity of u0 = 3.0 m/s results
in λc = 2.5 mm. It is worth noting that dynamic capillary waves with wavelength 2–3 mm were
observed in the experiments [46]. Thus, it is possible that failure may occur by the cooling and
thinning of the vapor layer until naturally excited waves can be suctioned to the surface by Bernoulli
pressure in the vapor layer.

There are two independent parameters in Eq. (17) that we can vary in our simulations: γ and ρv .
Naively, one would expect that increasing γ would lead to lower values of T− due to its stabilizing
influence against perturbations. Additionally, increasing ρv would enhance the Bernoulli suction
and lead to larger values of T−. However, Fig. 13(a) shows that increasing γ leads to larger values
of T−. An important consequence of increasing the surface tension is that the liquid-vapor interface
profile varies with γ . Also, the capillary length increases with γ , so that a smaller vapor layer area
has to support the hydrostatic pressure of a larger surface depression. Thus, a higher temperature is
required to generate enough evaporative flow to balance this pressure. Such a large increase in u0

from evaporation may actually enhance the Bernoulli effect in Eq. (17).
A more direct test of Eq. (17) can be achieved by simply changing the molecular weight of the

vapor, Mw. The temperature-dependent vapor density, ρv , is proportional to Mw, as seen in Table I.
Since variations in Mw do not affect the surface tension or viscosity, for example, the lubrication
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(a)

(b) (d)(c)

FIG. 13. (a) Interface profiles just prior to failure for various values of γ indicated in the legend. All
other simulation parameters were held constant. Increasing γ significantly changed the liquid-vapor interface
profiles and increased the temperatures at failure, T−. (b) and (c) Temperature heat maps just prior to failure
when increasing the molecular weight of the gas, Mw . The failure temperature increases significantly while
maintaining the same interface profile. All other simulation parameters were held constant.

approximation that determines the steady-state interface profile is unchanged. This is what we
observe, as illustrated in Figs. 13(b)–13(d). Increasing Mw leads to larger values of T−, while the
interface profile and geometry remain essentially unchanged. Examining Eq. (17), increases in ρv

(Mw) would lead to smaller values of the critical wavelength, meaning that the interface is less stable
to perturbations, and will fail at higher temperatures.

Figure 14(a) shows how varying γ or Mw monotonically affects T−, from 120 ◦C to 260 ◦C. In our
simulations, we note that strictly changing Mw will also change the latent heat L, as given in Table I.
For completeness, we ran two sets of simulations: Ones where we held L fixed at 2.33 × 106 J/kg
and ones where L was allowed to vary with Mw. Both sets showed nearly identical results for T−,
indicating that hydrodynamic inertial effects (ρv) played a dominant role in determining T− and the
failure of the vapor layer. Finally, in contrast to the rather strong dependence on Mw (gas inertia), the
failure temperature and overall vapor layer thickness prior to failure showed little or no dependence
on the vapor viscosity, as illustrated in Figs. 14(b) and 14(c). The viscosity enters Eq. (17) indirectly
by determining h0 in conjunction with evaporation. This weak dependence is expected since the
thickness of the vapor layer in equilibrium has a weak dependence on gas viscosity (h0 ∝ μ

1/4
v ) in

simple models of Leidenfrost drops [15].

V. CONCLUSIONS

Using simulations that combine two-phase laminar flow, heat transfer, and evaporation, we
examined the formation and ultimate failure of Leidenfrost vapor layers around smooth objects.
Our simulations were verified by comparing steady-state vapor layer profiles to a viscous lubrication
approximation, showing excellent agreement. The failure of the vapor layer is highly dynamic and
involves many thermophysical effects not present in lubrication theory, which is often used to de-
scribe Leidenfrost vapor layers. Our results here strongly support recent experimental observations
[46]: (1) T− is nearly independent of the thermal properties of the solid material, (2) T− can approach
boiling temperatures for small vapor layer surface areas, and it plateaus for areas larger than the
capillary length of the liquid, and (3) A hydrodynamic instability determines T− and the mechanism
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(b)

(c)

(a)

FIG. 14. (a) The resulting values of T− from simulations where either the surface tension coefficient, γ

(red), or the molecular weight of the gas, Mw (blue), were varied. Mw is used to define ρv of the simulations
(Table I). While varying Mw , the latent heat L either varied with Mw (triangles), or was held constant (circles),
as described in the text. (b) The failure temperature and (c) vapor layer thickness prior to failure show little
or no dependence on the viscosity of the gas phase used in the simulation. The thickness in (c) is measured at
an average surface temperature of 156 ◦C. A viscosity of μv = 0.13 mPa s was used for all other simulations
reported in this work. For (a)–(c), R = 8 mm and the solid material properties corresponded to copper.

of vapor layer failure. In the simulations, liquid-solid contact and explosive boiling occurs at a single
point determined by the rapid growth of well-defined perturbations in a few milliseconds.

A major finding of this work is that gas inertia, which is often completely ignored in theories
of Leidenfrost vapor layers, dominates the instability leading to failure. The local reduction in
pressure near a surface perturbation draws the liquid-vapor interface to the surface. More broadly,
these results demonstrate that the short time scales inherent in Leidenfrost vapor layers can be
successfully captured in multiphysics simulations, opening new paths to study dynamic Leidenfrost
phenomena, for example, in poroelastic hydrogels [66,67]. In future studies, we suggest that
controllable variations in surface geometry or roughness may be harnessed to increase or decrease
T−, in a similar way to the formation temperature of Leidenfrost vapor layers [34].
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