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Miscible displacement of nondilute fluid pairs in subsurface porous media plays a key
role in CO, subsurface sequestration and many other applications. We conduct microfluidic
experiments in a near-fracture porous geometry so that nondilute effects are isolated from
other disruptive behaviors. We show that although Darcy-Fickian coupling works well
for dilute fluid systems, it completely fails to predict nondilute fluid-fluid displacement.
Compared to that predicted by Darcy-Fickian models, nondilute fluid-fluid displacement
demonstrates much faster and “diffusive” mixing, an unexpected wedgelike mixing front,
and abnormal convection perpendicular to the major concentration. Simply correcting
Fick’s law cannot reproduce these phenomena. Maxwell-Stefan drifting and Korteweg
stress may rationalize experimental observations, but major challenges emerge in micro-
scopic modeling and upscaling. We provide this work as a benchmark and call for future
study to incorporate appropriate nondilute effect terms at different scales into the modeling
of CO, sequestration and other relevant applications.

DOI: 10.1103/PhysRevFluids.8.044501

I. INTRODUCTION

CO,; subsurface sequestration is considered as an effective strategy to reduce greenhouse gas
emissions [1]. Saline aquifers and depleted hydrocarbon reservoirs are considered as feasible tech-
nology deployment options [2]. In both scenarios, mixing between the injected fluid and formation
fluid in subsurface porous media largely determines the effectiveness of CO, storage [3].

At present, mass transfer in porous media is mostly modeled by coupling Darcy’s law of flow and
Fick’s law of diffusion (dispersion) [4,5]. This Darcy-Fickian coupling has been widely adopted in
studying fluid behaviors during CO, injection into saline aquifer layers or oil formations [6—8].

However, Fick’s law presupposes a dilute system [9], which is highly questionable in typical CO,
sequestration practices. For example, in some deep saline aquifers with rich sodium and potassium
ions [10-12], the contact of CO, with formation water may result in 30% or even higher bicarbonate
concentration contrast. In depleted oil reservoirs, CO, and crude oil can be completely miscible
which leads to 100% CO, concentration contrast [13,14], and the local concentration gradient can
be as intensive as 40% per millimeter at the displacement fronts [15]. In these nondilute scenarios
with high concentration and intensive concentration gradient, the applicability of Darcy-Fickian
coupling is not guaranteed [9,16].

Microscopically, many unique phenomena in nondilute fluid systems have been reported, such
as anomalous mixing of a single miscible droplet [17,18], and intensive local convection that is not
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expected in a dilute system [17,19-21]. Thereafter, many researchers attempt to develop theoretical
and numerical models to rationalize these nondilute effects. On anomalous diffusion, the standard
Fickian dispersion model is expanded by a Taylor series to account for nonideal dispersion [22,23],
and some adopt thermodynamically constrained averaging theory (TCAT) [16] that reformulates the
diffusion driving force from concentration gradient to chemical activity or chemical potential gra-
dient, based on which a wider mixing zone (thus stronger mixing) is predicted [24]. On convection
induced by nondilute mixing, Maxwell-Stefan effects (a description of diffusion in multicomponent
systems) [25,26] and Korteweg stress (an effective interfacial tension due to uneven concentration)
[27,28] are introduced in the convection-diffusion equation, for diffusion-induced stress parallel
[29] and perpendicular [17,30,31] to the concentration gradient, respectively.

At the scale of porous media, many clues of nondilute effects have also been identified during
fluid-fluid displacement for CO, sequestration or hydrocarbon recovery applications [15,32]. Un-
fortunately, due to the unfavorable viscosity ratio or density ratio in these applications, nondilute
effects in porous media flow are always accompanied with hydrodynamic instability (viscous
fingering, Rayleigh-Darcy instability, etc.) [18,33] which can hardly be independently confirmed
and quantified. The exact role of nondilute effects in miscible fluid-fluid displacement is thus still
unclear, making it challenging to establish rigorous modeling methods in porous media.

In this paper, we isolate nondilute effects in porous media from other hydrodynamic instability
during miscible fluid-fluid displacement, using microfluidic experiments and numerical simulation.
We confirm that the nondilute effects are nontrivial and fundamentally reshape the mixing kinetics,
and discuss in detail anomalous phenomena in nondilute fluid-fluid displacement. The goals of this
paper are (1) to highlight the necessity to consider nondilute effects in modeling CO, sequestration
or other nondilute miscible displacement in porous media, and (2) to preliminarily discuss possible
strategies to incorporate nondilute effects in modeling. This work also provides an experimental
benchmark for future investigation.

II. METHODS AND SETUP
A. Methodology

Microfluidic experiments, numerical simulations adopting Darcy-Fickian coupling, and theoret-
ical solutions are compared to identify the role of nondilute effects during mixing in porous media,
following these steps:

1) First, we check the reproducibility of microfluidic experiments, by conducting experiments
using dilute fluid systems and compare experimental results with Darcy-Fickian simulation as well
as in analytical solution. Their good matching is the premise of further investigations.

2) We then check whether good matching still holds for nondilute fluid pairs under the same
flow conditions. If the matching is still good, we conclude that the nondilute effect may be trivial in
practice; otherwise, we can attribute the differences to nondilute effects.

3) In the case that nondilute effects make a major difference, we will record microscopic and
macroscopic behaviors that are unique to nondilute systems and then preliminarily explore possible
solutions to address these effects in modeling.

B. Fluid systems

We carefully choose the fluid systems at ambient pressure and temperature for better emulating
the miscibility and viscosity contrast of fluids involved in subsurface CO, sequestration. Compo-
nents and properties of experimental fluid pairs are listed in Table 1.

In this work, we call a fluid pair “dilute” if two fluids share >80 wt% of the same major
component (solvent); in contrast, we choose the term “nondilute” fluid pair if there are two miscible
fluids with no shared components (i.e., 100% concentration contrast). We define X as the viscosity of
the defending fluid over the viscosity of the invading fluid, and we choose fluid pairs with identical
viscosity (A = 1) for simplicity, and “with viscosity contrast” (A > 10) to mimic CO, sequestration
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TABLE I. Components and properties of fluid pairs used in the experiments.

Invading fluid Defending fluid
System viscosity viscosity
number Features Invading fluid (mPas) Defending fluid (mPas)
1 Dilute Tetradecane 2.0 Tetradecane 2.0
A=1" +dye (0.06%)
2 Dilute Liquid paraffin 19 Liquid paraffin 230
A1 (80%)-+heptane (20%)
3 Nondilute N-butyl alcohol (88%) 2.1 Tetradecane 2.0
Ar=1 +heptane (12%)
4 Nondilute Tetradecane 2.0 Liquid paraffin 230
A>1

) is the viscosity ratio of the defending fluid and invading fluid.

where CO; is much less viscous than the formation fluids. The invading fluid was dyed with Sudan
III (0.06 wt %), so we can visually track the sweep front development [34].

C. Experimental setup and procedure

We designed a near-fracture porous media model consisting of a highly conductive fracture and
porous matrix as shown in Fig. 1(a). The porous matrix is exposed to the fracture at one side,
and the other three boundaries are closed for simplicity. The porous matrix contains an array of
cylindrical posts. The diameter of the posts is 1 mm; the pore-throat width (w) is 0.5 mm; depth is
1 mm; the fabrication accuracy is 0.1 mm. The permeability of the fracture is one order of magnitude
higher than the porous matrix. The microfluidic experiment platform is shown in Fig. 1(b); it mainly
consists of the micromodel, a syringe pump (LSP02-2B), a DV camera, and a LED lamp. The
micromodel is horizontally positioned so gravitational effects can be neglected.

To minimize the effect of viscous fingering and highlight the nondilute effects, we first saturate
the microfluidic model with the defending fluid and then inject the invading fluid into the fracture.
The invading fluid first displaces the defending fluid in the conductive fracture within a very short
time, and then gradually displaces and mixes with the defending fluid in the porous matrix. In this
way, viscous fingering is limited at the very beginning of fluid-fluid displacement along the fracture,
and cannot develop in the porous matrix. In addition, this design also restores extremely fractured
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FIG. 1. Schematic illustration of the microfluidic model and experimental setup. (a) An image on the
micromodel captured during an experiment. (b) The microfluidic platform setup. (c) The CMG simulation setup
as the digital twin of the microfluidic experiment.
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FIG. 2. The concentration-chromaticity data for tetradecane and paraffin. “R” represents the red channel,
and “G” represents the green channel. Good matching can be identified.

reservoirs in CO; sequestration scenarios like depleted hydrocarbon reservoirs and other fractured
media [35,36].

D. Numerical and theoretical solutions

We establish “digital twins” of microfluidic experiments using CMG software which adopts
Darcy-Fickian coupling. We choose the diffusion coefficientas D = 1.2 x 10~ m? /s [37,38], while
CMG simulation shows that the displacement kinetics is insensitive to the value of D under high
Péclet number (Pe = ”’TLf where uy, Ly, and D are the equivalent velocity in the fracture, the
length of the fracture, and the diffusion coefficient, respectively). In addition, for cases Pe > 1,
we adopt a complex potential theory which provides an analytical solution of displacement kinetics,
shown in the Supplemental Material [39]. See the Supplemental Material [39] for detailed setup and
derivation.

E. Image processing and quantification

We assume that the dye flows and diffuses along with the invading fluid, as also adopted by
previous works [40,41]. The concentration profile can thus be quantified by resolving the dye
concentration using the Beer-Lambert law [42]. This assumption is supported by our measurement
of RGB values of tetradecane and paraffin with different Sudan III concentration under the same
background light intensity, where we show that the concentration-chromaticity curves (Fig. 2) have
little difference between the absorbance of tetradecane and paraffin. Therefore, in the experiment
of cases 1-4, we chose to calibrate the invading fluid with the same dye concentration for different
systems.

We define the line of the maximum dye color gradient as the displacement front, and accordingly
define the relative sweep efficiency S as the ratio of the swept volume over total pore volume (Vp).

III. DEMONSTRATION OF MIXING KINETICS AND FLOW PATTERNS

In the demonstrative cases, the injection rate is fixed at 1 ml/min, corresponding to Pe =
1.0 x 10°, which is a typical value in CO, sequestration [43]. Results of dilute and nondilute fluid
systems with A = 1 and A > | are compared. All experiments are reproducible as shown in the
Supplemental Material [39].
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FIG. 3. Demonstrative results for dilute fluid systems. (a)—(d) Experimental and simulation results for case
1, including the comparison of S evolution in (a) experiment and (b) CMG simulation, where the color represents
the position of the mixing front at certain injected Vp; and the evolution of S with V6 in (c) ordinary coordinates
and (d) log-log scale. (e)—(h) The experimental result of mixing front evolution, the CMG simulation of mixing
front evolution, and the S-Vp plots in ordinary coordinates and log-log scale, correspondingly for case 2.

A. Displacement with dilute solution

We first investigate dilute systems, where Fick’s law is expected to hold. Fluid system 1 (dilute,
A = 1) is applied in case 1 and fluid system 2 (dilute, A > 1) is applied in case 2. The development
of the displacement front in the two experiments and corresponding CMG simulation, as well as the
experimental, simulated, and analytical S-Vp correlations are shown in Fig. 3.

In both dilute cases, the displacement front is mildly inclined which is well predicted by
Darcy-Fickian simulation and complex potential analytical solution. Except for minor mismatch
at the very early stage (discussed in the Supplemental Material [39]), numerical simulation and
complex potential theory well predict the experimentally measured S evolution with Vp, as shown in
Figs. 3(c) and 3(g). In addition, as shown in a log-log plot of Figs. 3(d) and 3(h), S-Vp demonstrates
subdiffusive kinetics, that S enlarges much slower than VP' 2,

We thus confirm that classic Darcy-Fickian coupling is valid for dilute miscible displacement,
regardless of viscosity contrast. This good matching also proves that our experimental setup is
physically reliable.

B. Displacement with nondilute solution

We then look into the miscible displacement of nondilute fluid pairs. Fluid system 3 (nondilute,
A =1) is applied in case 3 and fluid system 4 (nondilute, A >> 1) is applied in case 4. The
development of the displacement front in the two experiments and corresponding CMG simulation,
as well as the experimental, simulated, and analytical S-Vp correlations are shown in Fig. 4.

A qualitative difference between experiments and simulation is identified, regardless of viscosity
contrast. As shown in Figs. 4(a) and 4(e), the displacement front is wedgelike in the experiments,
distinct from that of nondilute fluids and that predicted by the numerical simulation. Surprisingly, as
shown in Figs. 4(d) and 4(h), a nice diffusive scaling (S ~ VP1 / 2) is experimentally observed, which
is much faster than the subdiffusive scaling predicted by Darcy-Fickian coupling.

C. Microscopic observation of convection mode

We conduct microscopic characterization of local fluid flow when the mixing front sweeps
through as illustrated in Fig. 5. We measure the velocities of impurities (#joc,1, discussed in the
Supplemental Material [39]) to characterize the streamlines as shown in Figs. 5(b), 5(d), and 5(f).
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FIG. 4. Demonstrative results for nondilute fluid systems. (a)—(d) The experimental results of mixing
front evolution, the CMG simulation of mixing front evolution, and the S-Vp plots in ordinary coordinates
and in log-log scale, correspondingly for case 3. (e)—(h) The experimental result of mixing front evolution,
the CMG simulation of mixing front evolution, and the S-Vp plots in ordinary coordinates and log-log scale,
correspondingly for case 4.

We define the local Péclet number as Pejocy = “=8=
the same position and time in CMG simulation.
Figure 5(g) shows the results for case 1 (nondilute, A = 1) and case 3 (nondilute, A = 1). We note
that Darcy-Fickian coupling predicts a time-independent velocity field under constant injection rate
when A = 1. CMG simulation well predicts the local velocity of case 1, while the Pej,, is two times

larger than the CMG simulation for case 3.
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FIG. 5. Microscopic velocity measurement region (yellow rectangle) for (a) case 1; (c) case 3; (e) case 4 at
S = 0.28. The direction of concentration profile measurement (yellow arrow) in the entire microfluidic model
is shown in (e). (b), (d), (f) The microscopic characterization of local flow at 1min for case 1 and 3; 10 min for
case 4 after fluid injection. The arrows represent the position of the dye impurity particles and the direction of
the instantaneous velocity. Local Pe of the displacement front from experimental measurement and from CMG
simulation for (g) cases 1 and 3; (h) case 4. (i) Normalized dye concentration distribution in the mixing zone.
(j) Gradient of invading fluid concentration along the mixing zone.
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TABLE II. Comparison of four cases.

Dilute (cases 1 and 2) Nondilute (cases 3 and 4)
Darcy-Fickian coupling Valid Not valid
S-Vp correlation Subdiffusive Diffusive
Mixing front morphology Slightly inclined Wedgelike
Convection at front Weak Intensive and perpendicular to concentration front
Mixing zone width One to two pores Approximately ten pores

Figure 5(h) shows the results in case 4 (nondilute, A >> 1), where the measured Pej,,’s are two
orders of magnitude larger than those predicted by CMG simulation. In experiments, Pejocy ~ 10
so convection dominates over Fickian diffusion, while CMG simulation predicts Pejy., < 0.1 so
molecular diffusion dominates over convection.

More surprisingly, the experimentally measured fluid velocity is statistically perpendicular to
the front evolutionary direction (tangent to the front), without turbulence or circulation. As this
convection is not predicted by Darcy-Fickian modeling, the driving force must be unique for
nondilute systems. Original data and more details are shown in the Supplemental Material [39].

D. Mixing zone

We quantify the mixing zone behind the displacement front by measuring the chromaticity ratio
between a position behind the displacement front and the injection position, for all four cases.
We record the variation of normalized dye concentration (C/Cy; Cy is the dye concentration of
pure invading fluid) along the perpendicular direction of the displacement front at the moment
of § = 0.28 for all cases as shown in Fig. 5(i). For both dilute and nondilute cases, the mixing
zone is slightly wider in A > 1 cases than in A = 1 cases, which is rationalized by the enhanced
mechanical dispersion due to viscous fingering. More importantly, the mixing zone of the nondilute
displacement is remarkably wider than that of the dilute solutions.

We further calculate the concentration gradient profile along the mixing zones in all four cases.
As shown in Fig. 5(j), the maximum concentration gradients in nondilute sytems are at least one
order of magnigude larger than the peak concentration gradents in the dilute systems.

E. Comparision of four comparative experiments

After successfully isolating the nondilute effect during miscible fluid-fluid displacement, we
show that classic Darcy-Fickian coupling well predicts dilute displacement, but fails in predicting
nondilute displacement, in both macroscopic mixing kinetics and microscopic flow features.

For nondilute system, wedgelike front morphology and much faster sweeping kinetics (VPl / 2)
are observed, regardless of the viscosity ratio. The nondilute fluid systems show much stronger
convection at the mixing front that is perpendicular to the concentration gradient, and present a
much wider mixing zone than dilute systems. Clearly, the nondilute effect significantly reshapes the
displacement kinetics. A brief summary comparison of four cases is shown in Table II.

IV. PRELIMINARY EFFORTS TO ADDRESS NONDILUTE EFFECTS

We have confirmed that nondilute displacements show distinct kinetics from that of Darcy-
Fickian displacement in dilute systems. In this section, we preliminarily discuss some possible
strategies to address these nontrivial changes brought by nondilute effects in theoretical and nu-
merical modeling.
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FIG. 6. Fitting diffusion coefficient to match demonstrative experiemnts of nondilute systems. For case 3:
the S-Vp correlation when the diffusion coefficient is extended by 70 times (a) in ordinary coordinates and
(b) in log-log scale. The flow pattern at the same S in (c) experiment; (d) CMG simulation. For case 4: the
S-Vp correlation when the diffusion coefficient is extended by three times (e) in ordinary coordinates and (f) in
log-log scale. The flow pattern of the nondilute solution with viscosity contrast at the same S in (g) experiment;
(h) cMG simulation when the diffusion coefficient is increased by a factor of 3.

A. Correcting Fick’s law

An intuitive idea to address the nondilute effect that may reproduce the enlarged mixing zone is
simply assigning a much larger diffusion (dispersion) coefficient within the classic Darcy-Fickian
framework. A superficially satisfactory fitting in sweep area evolution can be achieved when we
amplify the diffusion coefficient by 70 times in case 3, as shown in Fig. 6. However, it fails in
reproducing the wedgelike displacement front morphology, as demonstrated in Figs. 6(c) and 6(d).
The convection at the front is also not predicted. We then fit the diffusion coefficient in the nondilute
displacement with viscosity contrast (case 4), but we can neither get a satisfactory fitting for the
S-Vp curve [Fig. 6(e)], nor qualitatively reproduce the displacement front morphology [Figs. 6(g)
and 6(h)].

This missing of near-front convection and the mismatching of front morphology are still ex-
pected to hold if we simply replace Fick’s law by nonlinear Fickian models, where the diffusion
coefficient becomes a function of concentration [23], or the driving force is reformulated into other
thermodynamic functionals than the concentration gradient [16]. To reproduce the local convection
near the front, one or more concentration-correlated stress terms should be incorporated into the
convection-diffusion equation.
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B. Incorporating Maxwell-Stefan drifting

Maxwell-Stefan theory [29,44] suggests that unbalanced countercurrent diffusion flux of two
components can induce convection. It provides an explanation of the thicker mixing zone as this
countercurrent flux enhances local mixing capacity.

However, this drifting effect is expected to be parallel to the major concentration gradient, while
experiments mainly show convection perpendicular to it. Therefore, the Maxwell-Stefan effect is
not adequate to rationalize the experimental observation of convection direction.

C. Incorporating Korteweg stress

Incorporating Korteweg stress (effective interfacial tension) provides a solution to introduce the
convection perpendicular to the concentration gradient at the mixing front, as Korteweg stress is
positively correlated to the concentration gradient (I, = « (VC)?* [45]), and is perpendicular to the
concentration gradient.

We note that the mixing zone is thinner near the outlet, and thicker upstream, as observed
experimentally. Korteweg stress is thus larger in the downstream area than upstream. That is,
spatially nonuniform Korteweg stress would drive flow along the front towards the downstream
area, similar to the “Marangoni effect” in an immiscible system [46,47]. It thus rationalizes the
origin of convection near the mixing interface far from the fracture that is along the mixing front
pointing downstream.

Nevertheless, the physics of Korteweg stress is still under debate [27,28] and the relevant
modeling approach is still challenging [45,48,49]. Deeper investigation, not only in fluid-fluid
displacement dynamics, but also in Korteweg stress’s physical nature, should be conducted before
we can confidently incorporate it into REV (representative elementary volume) scale modeling.

D. Summary of strategies to address nondilute effects

Maxwell-Stefan drifting can rationalize the thicker mixing zone, as the countercurrent convection
enhances local mixing efficiency. Korteweg stress can rationalize the convection direction near the
front, as the spatially nonuniform concentration gradient results in a driving force towards the
downstream area along the mixing front. Correcting Fick’s law and the diffusion coefficient may
help in quantitatively improving the accuracy but we cannot see its contribution in qualitatively
explaining observed unique phenomena in nondilute systems.

V. DECAYING NONDILUTE EFFECTS UNDER DECREASING Pe

As both Maxwell-Stefan drifting and Korteweg stress are controled by concentration gradient
(VC) rather than absolute concentration (C), this infers that reducing VC should dramatically
weaken the deviation from Darcy-Fickian coupling, even without change of absolute concentration
contrast.

One way to test this inference is to reduce Pe in experiments using a nondilute fluid pair and
to observe how the deviation between experimental mixing kinetics and Darcy-Fickian simulation
changes. As Pe decreases, the diffusion term gradually dominates over the convection term in the
convection-diffusion equation, which flattens the concentration field near the front, thus reducing
VC.

We thus conducted one more set of experiments using the same fluid system (system 4) but
under different Pe (1.0 x 10°, 1.0 x 10°, 4.2). The development of the displacement front in the
three experiments, in CMG simulation, and S-Vp correlation with double log coordinates is shown in
Fig. 7.

When Pe ~ 10°, the experimental results well reproduce that shown in Figs. 7(a)-7(d), where
a qualitative difference in S-Vp scaling can be identified between experiment and Darcy-Fickian
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FIG. 7. Effects of Pe value on nondilute effect using system 4 (nondilute with viscosity contrast). Pe ~ 10°:
flow patterns at the same S = 0.28 in (a) experiment and in (b) CMG simulation. The S-V» correlation in (c) in
ordinary coordinates and in (d) log-log scale. Pe ~ 10%: flow patterns at the same S in (e) experiment; (f) CMG
simulation. The S-Vp correlation in (g) ordinary coordinates and in (h) log-log scale. Pe ~ 1: low patterns at
the same S in (i) experiment and in (j) CMG simulation. The S-Vp correlation in (k) ordinary coordinates and in
(1) log-log scale.

coupling: the experiment maintains S ~ VPI/ 2 while the simulation shows that S evolves much slower
1/2
than § ~ V,’".
As Pe decreases, the difference between experiments and Darcy-Fickian simulations narrows.
When Pe is small enough (Pe = 4.2), the experiment and simulation have already shown good
agreement on both the displacement pattern and the S ~ Vp relationship.

VI. LIMITATIONS AND IMPLICATIONS

Although the nondilute effect’s nontrivial role is successfully demonstrated in this paper, still
many detailed scientific problems are unclear. The exact conditions (concentrations, chemicals, flow
conditions, etc.) for nondilute effects to be significant are still an open question.

Numerical methods to model Maxwell-Stefan drifting and Korteweg stress into mixing in porous
media are still very challenging, not only because of the under-debate exact physical formulas and
the unknown value of parameters in the Korteweg stress term, but also the difficulty in upscaling.
High concentration gradient, which is the origin of the Maxwell-Stefan drifting and Korteweg
stress, is microscopic and local, which is always confined in subpore geometry. It thus cannot be
directly captured in large grids for upscaled simulation. For Maxwell-Stefan drifting, correcting the
mechanical dispersion term may be a valid method; for Korteweg stress, some substitution models
should be introduced on a larger scale.

In addition, our experiments are highly simplified compared to practical CO, sequestration.
In a real sequestration scenario, dissolving of CO, may result in other nonclassic effects such as
defending fluid swelling [50], thermal effect [51], and chemical reactions [52], and future work is
required to incorporate these effects into consideration.

Nevertheless, we note that our presented experiments are using a very simple and easy to
reproduce setup, with robust phenomena and well-quantified visualized data provided. The repro-
ducibility has been supported by repeated experiments as shown in Sec. 6 of the Supplemental
Material [39]. Our experiments thus can be applied as a benchmark for future investigation of
nondilute mixing in porous media.

VII. CONCLUSION

We highlight the necessity of incorporating nondilute effects into the modeling of miscible dis-
placement and mixing in porous media, by experimentally isolating nondilute effects and illustrating
their nontrivial impacts on miscible displacement and mixing.
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Nondilute effects largely enhance the mixing efficiency, resulting in a distinct wedgelike dis-
placement front and diffusive displacement kinetics in a near-fracture porous medium. During
nondilute displacement and mixing in the experiments, strong convection emerges near the displace-
ment front. This local convection is perpendicular to the major concentration gradient. Macroscopic
observation identifies a much thicker mixing zone in nondilute displacement than in dilute displace-
ment. All the above observations cannot be rationalized in the framework of classic Darcy-Fickian
coupling.

We compare some preliminary strategies to address nondilute effects in modeling, and conclude
that simply correcting Fick’s law or considering the drifting effect are not adequate. Among many
reported mechanisms, we note that introducing Maxwell-Stefan drifting and Korteweg stress can
qualitatively rationalize all major observations, although Korteweg stress’s physical nature is still
not well revealed. Decaying the nondilute effect under reducing Pe further supports the hypothesis.

Taking the significance of modeling CO, sequestration into consideration, we seriously call for
attention from all relevant researchers to solve these problems. Our experiments, with rich details
demonstrated and good reproducibility, could serve as a benchmark for future experimental and
numerical approaches.

The data that support the findings of this study, the input files for simulation using CMG-STARS,
MATLAB, and PYTHON source code used for experimental cloud diagrams; concentration distribu-
tions; and complex potential calculations in this study are publicly available through the Mendeley
Data repository [53].
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