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A bluff body advancing through the water surface at high Froude number produces
intricate two-phase flow patterns. One intuitive feature is an entrapped air cavity which
subsequently breaks apart into a mass of droplets and bubbles. The bluff-induced cavity
partially accounts for the appearance of bubble clouds in the wake. However, few ex-
perimental or numerical studies have been devoted to this phenomenon. To clarify this
mechanism, high-fidelity simulations are performed to emphasize the evolution of the
aerated cavity generated by a surface-piercing rectangular plate. First, the mesh indepen-
dency study is performed to validate the trend of the convergence of the time-averaged
wave profile, the bubble size distribution, the bubble number density, and the entrapped
bubble volume. Then the formation and development of the aerated cavity induced by a
surface-piercing plate with various yaw angles (αE ∈ [10◦, 50◦]) are investigated. Numeri-
cal simulations show that the air pocket is entrapped and develops with stabilized rotational
motion, and the subsequent breakup of the air pocket constitutes the leading cause of the
bubbly wake. The geometrical characteristics of the aerated rotation cavity are summarized
as a function of yaw angles. Moreover, with the adaptive mesh strategy and high-resolution
schemes, all the bubbles of equivalent radius r � 2 mm are captured and tracked, so the
spatial and size distribution laws of the varying-sized bubbles pinching off from the air
cavity in the wake are summed up. In addition, large-scale coherent structures wrapped
around the cavity and the effects on air entrainment are discussed.
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I. INTRODUCTION

The bubbly wake behind a surface-piercing structure is a commonly observed phenomenon in
hydrodynamics. Many experimental or numerical works have been performed to reveal the physical
mechanisms of surface-piercing flows, induced by various structures (e.g., flat plate [1–4], hydrofoil
[5], cylinder [6], wedge-shaped bow [7–10], and rectangular stern [11–13]). The high-fidelity
simulation of breaking bow waves by a surface-piercing flat plate has recently been performed (Hu
et al.) [4]. As shown in Fig. 1, our numerical simulation indicates that a large-scale aerated pocket
with a conical shape is formed at the fringe of the plate. Moreover, the conical air cavity shows a
stabilized rotation at the leading end. With the development of flow instability, the cavity cannot
maintain a conical shape, the interface is distorted, and bubbles of various sizes are formulated.
In this paper, we aim to analyze the flow structure of the aerated cavity in detail and perform a
quantitative investigation to explore the role of these structures in air entrainment.
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FIG. 1. Bow wave breaking is generated by a surface-piercing flat plate, revealing an aerated rotation cavity.
As the bow wave breaks, air is entrained and carried along, leading to the generation of a large-scale air pocket.
At the tail of the cavity, bubble clusters are pinched off from it. (a) Top view. (b) Bottom view.

There is much experimental and numerical research on air cavity for the cases of plunging jet and
canonical wave breaking. Gomez-Ledesma et al. [14] conducted a nice experiment on the impact of
a translating plunging jet on a pool, which creates an air cavity. Then three examples of cavities in
the experiment were compared and analyzed in terms of air entrainment by Clanet [15]. However,
due to the strong interactions between free-surface aeration and turbulence, the quantitative analysis
is challengeable. A detailed description of these structures is not available using experimental
measurements due to technical difficulties. Recently, significant attention has been devoted to a
large-scale air cavity in plunging wave breaking via high-fidelity simulations with very large grids
(up to billions of grid points). In the study of Wang et al. [16], the spanwise three-dimensional (3D)
interfacial structures of an air cavity were presented and its flow instability was investigated by the
cross-section velocity and vortex fields. Mostert et al. [17] discussed the shape of the cavity with
different Bond and Reynold numbers and provided a correction for the scaling of the entrapped
volume. Gao et al. [18] investigated the breakup procedure from the air cavity to bubbles due to the
unstable growth of interfacial waves, while research on the air cavity induced by a surface-piercing
structure is rare. The aerated cavity of the surface-piercing flat plate is analogous to the air cavity
entrapped by plunging breakers, but the detailed flow characteristics are completely different. For
instance, the leading-edge cavity in this paper is a quasisteady rotating process and develops into a
steady state ultimately. It is an energy-input process, which is like the air cavity owing to the impact
of a translating plunging jet on a pool, while the air cavity formulated in the plunging breakers
usually experiences a short period of residence and breaks up into bubbles within a few seconds
[16,19]. Moreover, the two types of air cavity also show geometrical differences: a conical shape
for the leading-edge cavity and a cylindrical shape for the breaking waves [18]. It is noted that, for
the plunging breaker, the cavity will be completely converted into an array of bubbles [18], while
for the surface-piercing plate in this paper, the conical cavity breaks only at the tail.

The air cavity is a typical multiphase flow, which is responsible for the accumulation of many
bubbles by its breakup and interacting with the free surface. Thus, it is significant to accurately
describe the air entrainment process. The entrainment process of the air cavity has been well studied
for the cases of the liquid jet impact [20,21] and plunging breakers [22,23]. For example, several
principles of air entrainment, including the jet impact entrainment, the splash-impact entrainment,
and turbulent entrainment in plunging jet and breaking waves, were demonstrated in detail by Kiger
and Duncan [23]. Meanwhile, the air entrainment process results in bubble clustering (foam) floating
on the free surface [24], as shown in Fig. 1. One of the most important quantities to characterize
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FIG. 2. Schematic of the computational domain. (a) Top view (x-y plane). (b) Side view (x-z plane). The
outside and inside of the plate are indicated by the overturning wave breaking (OWB) and the rotation cavity
(RC) regions, respectively.

the air entrainment is the spectrum of bubble sizes. A widely used turbulent breakup cascade model
was provided by Garrett et al. [25] for assessing the bubble size distribution, following a power-
law scaling with a slope of − 10

3 . Deane and Stokes [26,27] confirmed the − 10
3 power law for the

bubbles beyond the Hinze scale (≈2 mm) and extended another pattern for bubbles below the Hinze
scale with a slope of − 2

3 by the experimental study. Recently, Chan et al. [28–30] focused on
microbubbles and reproduced the bubble-mass cascade by direct numerical simulation (DNS) of
the breaking wave. These studies provide a valuable reference for the quantitative statistics of the
bubbles in the wake.

3D organized large-scale coherent structures can be observed as the air cavity rotates due to the
high circulation of water surrounding it, which are crucial for air entrainment. Similarly, in the study
of Lubin et al. [31], fine streamwise vortex filaments were found under the air pocket at the early
stage of wave breaking, and the evolution of large, aerated vortex filaments was described in detail.
Many discussions about the generation of complicated 3D turbulent structures and their interac-
tions were conducted by prior numerical works, which revealed further physical details regarding
turbulent structures and yielded insight on air entrainment. Watanabe et al. [32] demonstrated the
formation of large-scale 3D vortex structures in both plunging and spilling breakers by large-eddy
simulation (LES) and investigated the interactions between bubbles and vortex structures. A series
of pictures of air-liquid coherent structures related to surface deformations are presented in the work
of Lakehal and Liovic [33] In terms of air entrainment induced by vortex structures, Yu et al. [34]
investigated two kinds of typical free surface vortex connections in detail by DNS of a shear flow
free surface. These studies of the interactions between vortex structures and the free surface improve
our understanding of such interactions and bring further insights for this paper.

In a previous study [4], the bow wave (including the wave breaking and the resulting air entrain-
ment) in the overturning wave breaking (OWB) region rather than the rotation cavity (RC) region
[see Fig. 2(a)] was discussed in detail. The wave and air entrainment characteristics are compared
with experimental observations and measurements [35–37] to verify the numerical results. From
the high-fidelity simulations, we found that, in the RC region, the large-scale air pocket (appears
in leading edge of the plate) and the associated bubbles generated by it contribute much more air
entrainment in the wake than that of the bow wave breaking. Additionally, we found the formulation
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and dynamics of the leading-edge cavity are very different from the cavity caused by plunging jet
(usually in the process of wave breaking). Since the aerated air cavity plays an important role in
the generation of bubbly wake and is rarely discussed in existing studies, we perform an intensive
investigation of the leading-edge cavity in this paper as an important complement. In this paper, we
try to clarify the mechanisms involved in the formation of the aerated rotating cavity for the large
yaw angles (αE � 35◦) and describe the main features of the air cavity, the subsequent breakup of
the air pocket, and the characteristics of the associated bubbles in the wake.

The research highlights of this paper are briefly described as follows:
(1) This paper is an endeavor to employ high-fidelity numerical simulation for the quantitative

study of the surface-piercing structure-induced cavity. By introducing the adaptive mesh refinement
strategy and the high-resolution scheme, bubbles of various scales are resolved and tracked.

(2) We perform a quantitative analysis of the associated bubble and reveal that, in the process
of the flow around the semisubmerged structure of a blunt body such as a flat plate, the large-scale
cavity contributes the majority of air entrainment in the wake.

(3) The critical yaw angle for the generation of the air cavity with specific towing speed, draught,
and flare angle is discussed. The formation mechanisms of the air cavity are also elaborated in detail.
Geometric characteristics of the aerated cavity as a function of yaw angles are summarized. We also
found the yaw angle when the volume of the air cavity reaches the maximum.

The remainder of this paper is organized as follows. Section II provides the computational setup
including governing equations, numerical methods, initial and boundary configurations, important
physical parameters characterizing the cavity, and mesh convergence verification. In Sec. III, the
characteristics of the aerated cavity under different yaw angles are investigated in detail, presenting
the generation and evolutionary dynamics of the cavity and turbulent vortex structures as well as
discussing the role of these structures in the air entrainment process. The conclusions are presented
in Sec. IV.

II. COMPUTATIONAL SETUP

A. Governing equations and numerical methods

The 3D incompressible Navier-Stokes equations in Eq. (1) are solved in conservative forms:

∂ρ

∂t
+ ∇ · (ρu) = 0, (1a)

∂ (ρu)

∂t
+ ∇ · (ρuu) = −∇p + ∇ · τ + ρg + Tσ , (1b)

where u is the velocity vector, and p represents the pressure. Here, τ is the shear stress tensor,
which is defined as τ = μ[∇u + (∇u)T ]. Also, μ and ρ are the dynamic viscosity and density,
respectively, which can be obtained using the volume fraction C according to Eq. (2). Furthermore,
g is the acceleration due to gravity, and

μ = μlC + μa(1 − C), (2a)

ρ = ρlC + ρa(1 − C), (2b)

where the subscripts l and a represent the liquid and air phases, respectively.
In this paper, surface tension is considered, which plays an important role in the formation of

small-scale structures (e.g., bubbles and droplets). Here, Tσ = σκδn indicates surface tension,
which is nonzero only at the location of the interface. Also, σ and κ represent the coefficient of
surface tension and the local curvature of the interface, respectively. Furthermore, δ is the Dirac
delta function, and n is the vector normal to the interface.

The governing equations are solved using the LES by applying a convolution filter to the unsteady
Navier-Stokes equations. After applying the filter operation, we can obtain Eq. (3). Vortices larger

044003-4



HIGH-FIDELITY SIMULATION OF AN AERATED …

than the filter width and energy carrying eddies are fully resolved, while small-scale and dissipative
eddies are modeled with a subgrid scale stress model:

∂ρ

∂t
+ ∇ · (ρū) = 0, (3a)

∂ρū
∂t

+ ∇ · (ρūū) = −∇ p̄ − ∇ · τ̄ + ρg + T̄σ , (3b)

where τ̄ is the subgrid-scale (SGS) stress tensor, which is not a closed term. In this paper, the eddy
viscosity model proposed by Smagorinsky [38] is used to deal with the SGS stress.

In the present simulation, the inertial forces are dominant; thus, the subgrid stress tensor is of
primary importance throughout the simulation. We follow the previous studies [39,40]. The effects
of the other closed terms in the two-phase LES [41,42] are neglected. In the numerical studies
of the unsteady wave breaking [43,44] and the flow around a surface-piercing structure [45,46],
researchers also primarily emphasized the contributions of the stress tensor, disregarding other
terms. The characteristics of the large-scale cavity and the bubble distribution are almost unaffected
when ignoring the other closed terms of the variable-density LES. However, it should be noted that
these closed terms may have effects on the dynamics of small bubbles (with a radius < Hinze scale
1 mm [27]) driven by surface tension, which are beyond the scope of this paper.

A brief description of the numerical methods is summarized below. The above equations are
discretized based on a staggered mesh configuration, and a classical projection method [47] is
employed for velocity-pressure coupling. To track the motion of interface between distinct gas
and liquid accurately, a coupled level set (LS) and volume-of-fluid (VOF) method [48] with a
favorable mass-preserving property is employed. In this method, the interface is reconstructed based
on the VOF function, and the interface normal is computed from the LS function. The passive-scalar
transport Eq. (4) is solved to obtain the motion of deformation of the interface:

∂C

∂t
+ u · (∇C) = 0, (4)

where C = ∫� f (x)dx, and f (x) is the Heaviside function, which represents the interface profile.
Meanwhile, to improve the numerical robustness in simulating the high-density-ratio two-phase

flows, a mass- and momentum-consistent advection method [49,50] is developed. The mass trans-
port Eq. (1a) is solved with an upwind scheme to update the density field, and then mass fluxes ρu
are calculated accordingly, which is used to solve the transport of momentum. By the treatment,
the spurious velocities and unphysical deformations of the interface, which are often encountered
in the simulation of violent two-phase flows are eliminated, and momentum conservation of the two
phases is preserved. In addition, a sharp-surface-tension-based model [51] developed from the ghost
fluid method [52] is adopted to deal with flow structures driven by the surface tension force for this
paper.

We apply an efficient immersed boundary (IB) method [53] to treat the IBs of the rectangular
plate. The velocity boundary conditions and the velocity field adjacent to the body surface are
reconstructed through interpolation. In the present IB method, the position of the body surface is
identified by the signed distance function field implicitly. Thus, the velocity at the forcing points
with a circular supporting domain can be obtained by an improved moving least squares method.
[54] For implementation, second-order interpolation is constructed with the interpolation stencils
based on the circular support domain.

In this paper, a block-structured adaptive mesh refinement (BAMR) strategy [55–57] is adopted
to resolve small-scale structures with local refinement, which can significantly reduce the computa-
tional cost, allowing an efficient representation of multiscale processes. In the BAMR method, the
refinement criterion is defined to ensure only the crucial regions (e.g., the flat plate, interface, and
high gradient field) are covered by the fine resolution, and the grid resolution will be dynamically
refined or derefined depending on the position of the interface and body surface. The whole domain
is covered with blocks of various sizes, and blocks are taken as the basic manipulation units indexed
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TABLE I. Computational parameters (refinement level, mesh grid resolutions, yaw angles, towing speed,
etc.) used in the present simulation.

Mesh resolution Yaw angle Towing speed
Refinement level 	h (mm) αE (deg) U (m s−1) Draught Froude number FD

2-5 	x = 	y = 	z = 8 45 1.75 1.25
2-6 	x = 	y = 	z = 4 45 1.75 1.25
2-7 	x = 	y = 	z = 2 10 20 25 30 1.75 1.25

35 40 45 50

by octree (3D) data structures with the identical logical configuration. Each block is filled with
uniform Cartesian mesh, and thus, high-order interpolation schemes (e.g., WENO [58]) can be
implemented without additional difficulty.

B. Initial and boundary conditions, main parameters

The numerical configuration is shown in Fig. 2, which is based on the experiments conducted
in the towing tank of the Ecole Centrale de Nantes (France) by Noblesse et al. [36]. The sim-
ulations are conducted in a 3D computational domain, with [−0.5 m, 1.3 m], [−0.3 m, 1.5 m],
and [−0.8 m, 1.0 m] in the x (inlet flow direction), y (spanwise direction), and z directions. The
computational domain is large enough to capture typical flow structures in the OWB and RC regions.
A rectangular flat is immersed at a draught D and speed U . The principal geometric parameters
of the rectangular plate are given as follows: length l = 0.782 m, height h = 0.5 m, and draught
D = 0.2 m. Here, l ′ = cosαE l is the length of l projected onto the x-z plane.

In the cases considered here, a constant flare angle (angle between the plate and the vertical axis)
is γ = 10◦ and a series of yaw angles αE (angle between the plate and inlet flow direction) are
summarized in Table I. In streamwise direction, the uniform upstream velocity is U = 1.75 m/s,
which is prescribed on the inlet plane (−x), and mass conserving outflow condition is applied
on the right outlet plane (+x). The draught Froude number FD = U/

√
gD is used to characterize

the current problem, corresponding to the Reynolds number Re = Ul/νl = 3.5 × 104. Unless
otherwise indicated, all length and time scales are normalized by the draught D(0.2 m) and the
simulation time T (2 s), respectively.

The time-averaged free surface profile for the case of αE = 45◦ as the flow field develops to a
statistically stable state is shown in Fig. 3. In this paper, the crucial parameters characterizing the
aerated RC are defined as follows: L represents the length of the aerated RC, defined by the distance
between the plunging and breaking points [Fig. 3(a)]. The definition of these two key points is shown
in Fig. 4(a). Here, B and H are the maximum width and height of the cavity projected on the x-y and
x-z planes, respectively. Also, V is the volume of the cavity. The area of the maximum cross-section
of the cavity A is also considered [Fig. 3(b)]. These key parameters are used to characterize the air
cavity in Sec. III.

C. Mesh convergence verification

The development of the air cavity depends on many factors; only the effects of yaw angles are
investigated in this paper. Simulations are performed with eight yaw angles: αE = 10◦, 20◦, 25◦,
30◦, 35◦, 40◦, 45◦, and 50◦, and with the towing speed U = 1.75 m/s (corresponding to FD = 1.25),
as summarized in Table I. Three types of mesh resolutions (	h = 8, 4, and 2 mm) for the yaw angle
αE = 45◦ are considered to perform the mesh convergence study. Up to 80 million meshes are
employed to discretize the 3D computational domain, particularly for relatively large yaw angles.

It is usually difficult to perform the grid convergence study for unsteady and turbulent two-phase
flows owing to the transient fluid dynamics of the breaking wave. The numerical results (on three
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FIG. 3. Time-averaged free surface for the case αE = 45◦. The crucial parameters characterizing the
aerated rotation cavity (RC) are marked on the figures. L and V are the length and volume of the aerated
RC. B and H are the maximum width and height of the cavity projected on the x-y and x-z planes, respectively.
A is the area of the maximum cross-section of the cavity. (a) Top view. (b) Bottom view.

sets of meshes) for the air cavity shapes in the crossing section of X/D = 2.5 are presented in
Fig. 5(a). Apparently, the coarse grids are not sufficient to resolve the thin liquid sheet of the
air cavity. Since the overall profiles of the air cavity for the 2-6 and 2-7 mesh refinement levels
are similar, we can expect the overall flow features of the air cavity can be well captured with
the 2-6 refinement level (medium mesh). However, for better resolution of the bubbles, the results
computed on the finest grid (2-7 refinement level) are used for the analysis. Figure 5(b) shows the
time-averaged bubble size distribution N (r) in the wake region for the three grid sizes, and all three
bubble size distributions follow a power law N (r) ∝ r−10/3, consistent with experimental studies
[25,26], which are independent of the mesh resolution. Therefore, the bubble size distribution in
this paper is not affected by the grid resolution we used. Time evolutions of the nondimensional
entrapped bubble number density (BND) n/N and volume V/Vmax under three different refinement
levels are shown in Figs. 5(c) and 5(d). The overall trends of the bubble density and entrapped
volume for the fine and medium grids are consistent, which indicates the results are not affected
by the grid sizes when the refinement level is 2-6 or 2-7. The results on coarse grids show more
oscillation due to the insufficient resolution. Fine grids are used for the following discussions
of the entrapped bubble density and volume, which can capture more details of small-scale
structures.

III. CHARACTERISTICS OF THE AERATED CAVTTY

A. Generation of the aerated cavity

Figure 6 presents the instantaneous free surface near the plate at a statistically steady state
under four different yaw angles, in which the free surface is identified using the isosurface of
the volume function (C = 0.5). For all cases, the existence of the plate induces elevation dif-
ference of the free surface and ultimately results in air entrainment around the leading edge of
the plate.

However, for the cases with relatively small yaw angles [αE = 25◦, Fig. 6(a)], the entrapped air
cannot formulate a semisimply connected cavity, and only a few small falling jets are found. This
process is like that of spilling breakers in the study of canonical wave breaking [16,17]. For the
case of a relatively larger yaw angle [αE = 35◦, Fig. 6(b)], a thin and slender air tube is formed,
and plenty of small bubbles detach from the tail of the air pocket. This process is analogous to the
weak plunging breaker, which is situated between the spectrum of the plunging breaker and the
spilling breaker. The large-scale and stable air cavity is developed in the cases of large yaw angles
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FIG. 4. (a) Close-up view of the aerated cavity, presenting the plunging point and the breaking point. The
red dashed line shows the cross-section slice locations at X/D = 2.0. (b) Cross-section of the cavity, presenting
the shape and internal small structures and indicating the rotating direction.

[αE = 40◦ and 50◦, Figs. 6(c) and 6(d)], and the large air pocket contracts at the tail and breaks into
a large number of bubbles with various scales, forming bubble plumes in the wake region finally.

The profiles of the air cavity on the y-z plane, X/D = 2.0 with different yaw angles (αE = 10◦,
20◦, 30◦, 35◦, and 40◦) are presented in Fig. 7(a), for further demonstrating the origin. Apparently,

once the towing speeds are determined, the development of the air cavity mainly depends on the yaw
angles. We find that the air cavity grows into stabilized structures only for appropriate yaw angles
(αE � 35◦), in which stronger plunging wave breakers are induced in the RC region. A small jet
is still clearly visible for the yaw angles αE = 20◦ and 25◦, but it does not impact the face of the
wave. For the yaw angle αE = 30◦, the jet is more energetic to impact the free surface without
being isolated from the main surface, so the entrapped tube is connected with the upper wave face.
For large yaw angles (αE = 35◦ and 40◦), the jets from the crest of the wave intensely impact the
forward face of the wave, developing into an overturning motion and falling off to form a large-scale
air pocket. As shown in Fig. 7(b), vorticity is produced under the free surface due to the presence
of the plate, causes velocity deficit, and influences the dynamics of the interface, which can be used
to explain the generation of the air cavity under different yaw angles. The interface begins to roll
up under the action of the vortex, and the vorticity strongly depends on the yaw angle. With the
yaw angle increase, the blocking effect of the structure is stronger, resulting in a larger velocity
deficit and forming a stronger vorticity. For small yaw angles (αE = 20◦), vorticity is weak, and
only a small jet structure appears. When the yaw angle is αE = 30◦, the stronger vortex leads to
an increased stretching of the interface, which tends to fall up. A significant increase is seen in
the vorticity production for the case αE = 35◦, which has enough energy to distort the interface,
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FIG. 5. Convergence study for three grid resolutions. Coarse grids (2-5, ), medium grids (2-6, ), and
fine grids (2 − 7, 	), ( … …): N (r) ∝ r−10/3. (a) Wave profiles of the aerated cavity in the crossing section of
X/D = 2.5. (b) Time-averaged size distribution N (r) of bubbles in the wake region. (c) Time evolution of the
nondimensional number density n/N (N is the maximum number density) of the entrapped bubbles. (d) Time
evolution of the nondimensional entrapped bubble volume V/Vmax (Vmax is the maximum air volume).

trapping an air cavity within the vortex. Thus, for the cases αE � 35◦, the air cavity develops into a
stable rotational state under strong vortices.

Figure 7(c) gives the time-averaged results of free surface, and the large-scale air cavity is clearly
visible for the cases of large yaw angle (αE � 35◦). The time-averaged operation is performed
when the flow is fully developed (steady-state period), and the average period is from t = T to
t = 1.25T . Figure 7(d) shows the average free surface with wave elevation, and a depressed region
near the plate is observed due to the blocking effect of the structure. The region broadens as the yaw
angle increases. Two continuous opposite flows are triggered by the reverse flow in the depressed
region [as shown in Fig. 7(e)], and considerable topologically induced circulation takes place, which
corresponds to the generation of vortices in Fig. 7(b). The size of the entrapped air cavity is closely
related to the vortices. The shears from the two opposite flows are not enough to overcome the
stability of the air-water interface without inducing a stabilized and continuous air cavity when the
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FIG. 6. Aerated cavity structures inside of the plate [rotation cavity (RC) region, as indicated in Fig. 2(a)] at
a statistically stable stage for the different yaw angles. No obvious aerated cavity is observed for the relatively
small yaw angles: (a) αE = 25◦. The thin and slender air tube starts to occur at (b) αE = 35◦. A large-scale air
pocket rotating inside of the plate can be found at (c) αE = 40◦ and (d) αE = 50◦.

strength of vortices is small [Fig. 7(b)]. However, strong vortices will steepen the wave breaker
and force the air cavity to be more elliptical [Fig. 8(b)], resulting in a volume reduction. The case
αE = 40◦ has the largest volume of entrapped air cavity with moderate vortices, which is confirmed
below.

Figures 9(a) and 9(b) show spatial distribution of turbulent kinetic energy (TKE) at different
streamwise locations for the cases αE = 35◦ and 50◦. The Favre-averaged velocity [59] is defined
as

ū = ρu
ρ̄

, (5)

and the corresponding velocity fluctuation u′ and mean TKE k are, respectively,

u′ = u − ū, (6)

k = 1
2 u′u′. (7)

The bar represents the time-averaging operator here.
The statistical results of TKE show that the strong turbulence region is mainly related to the

formation and breakup of the air cavity. Before the breaking of the air cavity, the TKE is mainly
caused by the impact of the falling jet and splash. As the air cavity develops downstream, the
TKE become larger gradually owing to the instability around the rear of the air cavity. Bubbles
are generated when the trailing part of air cavity further destabilizes, which produces the highly
turbulent flow, involving different physics processes, such as air entrapment, vortices interacting
with the surface, and so on. The maximum TKE appears in this region. From the velocity vector
field, there is a high circulation of water surrounding it as the air cavity rotates, evolving around the
center of the air cavity.
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FIG. 7. (a) Air cavity profiles cut perpendicular to the x direction, at the X/D = 2.0 position at a stable
stage for the different yaw angles, showing the generation of the rotation air cavity from small yaw angles to
relatively large yaw angles (10◦–40◦). ( ): αE = 10◦, : αE = 20◦, ( ): αE = 30◦, ( ): αE = 35◦, and ( ):
αE = 40◦. The gray box represents the projection of the plate on the y-z plane. (b) Transverse cuts of average
planar velocity and vorticity fields. (c) Time-averaged results of the free surface at large yaw angle (αE � 35◦).
(d) Time-averaged results of a free surface indicating wave elevation. (e) Time-averaged results of a free surface
colored by velocity in the y direction.
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FIG. 8. Pictures showing the geometrical parameters, cross-sections, and the entrapped volume of the
aerated cavity for different yaw angles based on the time-average results. (a) Characteristic parameters (volume,
length, width, and height) of the cavity. (�): volume, ( ): length, ( ): width, and ( ): height. (b) The
cross-section of the air cavity cut perpendicular to the x direction. ( ): αE = 35◦, ( ): αE = 40◦, ( ):
αE = 45◦, and ( ): αE = 50◦. (c) The entrained air volume along the streamwise direction per unit distance.
(. . . . . .): αE = 35◦, (—): αE = 40◦, ( ): αE = 45◦, and ( ): αE = 50◦.

B. Temporal and spatial evolution of the aerated cavity

The whole formation process of the aerated cavity, including the generation of the overturning jet,
entering the water, rolling over, and collapsing at the tail, is presented in Fig. 10 for the case αE =
45◦. More details of the temporal and spatial evolution are shown in the Supplemental Material
video [60]. The process from the beginning of air pocket generation to a statistically stable stage
is demonstrated as follows. At the initial stage [t/T = 0.25, Fig. 10(a)], the interface begins to roll
and curl, and a slender air tube is ingested into the liquid bulk at the leading portion, interacting with
the surrounding free surface, with some minor shedding of bubbles appearing off. At t/T = 0.35
[Fig. 10(b)], the initial air tube continues to rotate backward, entrapping more air, an initial air
pocket forms at the middle portion of the plate, and the tail begins to be deformed. When t/T = 0.5
[Fig. 10(c)], the air pocket extends to the outer edge of the plate, and the trailing part of air cavity
further destabilizes, breaking into many bubbles. With the development of the air cavity, the free
surface becomes completely chaotic. The tail of the air cavity is destroyed, leaving a dense bubble
plume. Later, at t/T = 1.0 [Fig. 10(d)], the air cavity reaches a statistically stable stage finally, with
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FIG. 9. Spatial distribution of turbulent kinetic energy at different streamwise locations. (a) αE = 35◦ and
(b) αE = 50◦.

the main stem rotating at a certain speed and a very large array of bubbles pinching off from the
end.

A close-up view of the aerated cavity is shown in Fig. 4(a), giving two crucial positions which
are related to the formation and evolution of the air cavity. One is the plunging point where the
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FIG. 10. Sequence of snapshots presenting the whole formation process of the aerated cavity, from the
beginning of air pocket generation to the statistically stable stage. (a) Entrainment of a small air tube t/T = 0.2.
(b) Formation of the initial air pocket t/T = 0.35. (c) Collapse of the tail of the air cavity and accumulation of
massive bubbles t/T = 0.5. (d) Reaching a statistically stable stage t/T = 1. See Supplemental Material [60]
for the detailed temporal and spatial evolution process of the aerated cavity.

jet impacts the free surface. Another is the breaking point where the air cavity begins to collapse,
and many bubbles appear after this point. Figure 4(b) is the profile of the air cavity at the red line
position [X/D = 2.0, Fig. 4(a)], which clearly demonstrates the cross-section of the air cavity. The
cavity shape is not truly circular but more closely approximates an elliptical shape, rotating at an
angle of ∼30◦ to the horizontal line. The inside of the air cavity is not hollow, and there are many
small-scale structures, such as falling and colliding jets, inside the air cavity. These structures are
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FIG.11. Evolution of the air cavity shape over time (a)–(d) for case αE = 45◦. (e) The time-averaged result
of the air cavity. (a) t/T = 0.18, (b) t/T = 0.25, (c) t/T = 0.38, and (d) t/T = 0.75.

very small compared with the main air pocket, and their average diameter is only 0.002 m. The
reasons for the generation of these jets may be inertia resulting from the rotation of the air cavity.
This, we can judge the rotating direction with these jets. As shown by the red arrow, the rotating
direction of the main air pocket is clockwise from the −x direction.

Figures 11(a)–11(d) show the evolution of the air cavity shape over time. In the early stage
(t/T = 0.18), a small amount of air is entrained, forming an initial pocket that appears long and
narrow. As the entrainment process develops, the air cavity gradually evolves into an approxi-
mately conical shape at t/T = 0.25. The tail of the air cavity breaks due to the flow instability
(t/T = 0.38). The air cavity finally reaches a stable state with a conical shape (t/T = 0.75).
Figure 11(e) shows the time-averaged profile of the air cavity for αE = 45◦ and FD = 1.25.

In this section, detailed quantitative descriptions and general trends of the aerated cavity are
presented. Certain critical parameters of the aerated cavity defined in Fig. 3 are measured to
characterize the cavity. Table II summarizes the characteristic parameters of the aerated cavity, as a
function of yaw angles based on the time-averaged results.

Figure 8 presents descriptions of the air cavity under different yaw angles, including the main
geometrical characteristics (volume, length, width, and height), the wave profile, and the entrained
air volume along the streamwise direction per unit distance. As shown in Fig. 8(a), different from
what we expected, the volume of the entrapped air cavity does not increase with the intensity of
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TABLE II. Characteristic parameters (volume, length, width, etc.) of the aerated cavity as a function of
yaw angles.

Yaw angle αE Volume V Length L Width B Height H Area A
(deg) (10−3 m3) (mm) (mm) (mm) (10−3 m2)

35 2.607 1145 87 80 5.856
40 6.286 992 157 104 14.213
45 4.350 848 142 88 9.991
50 3.471 762 127 83 8.673

the rotation. We find that the total measured volume of the air cavity depends on its length and
the area of the cross-section. The case of αE = 40◦ shows the air cavity with the largest volume
because of its largest cross-sectional area and relatively long length. The length of the air cavity
shortens with the increase of the yaw angle. The trend of the width and height of the air cavity is
like that of the length for αE > 40◦ cases. Figure 8(b) presents the areas (A) of the cross-section,
which have been summarized in Table II. As the yaw angle increases, the rotation of the air cavity
becomes more violent. Thus, the profile gains a larger penetration depth, and the ratio of the major
axis to the minor axis is larger, which results in a more elliptical section. Figure 8(c) shows the
spatial evolution of the entrapped volume along the streamwise direction, and the integral under the
curve is consistent with the volume of air cavity. The figure provides insight into the cross-sectional
trend of the air cavity along the x direction to some extent, showing an initial increase in size
followed by a subsequent decrease. The points at which the air cavity volume V = 0 correspond to
the plunging and breaking points [Fig. 4(a)], respectively. For small yaw angles (αE = 35◦ and 40◦),
the plunging point is more forward, and the breaking point is further back, indicating a long
and slender air cavity. The maximum cross-section appears at the position X/D ≈ 3.0 for
each case.

Having discussed the characteristics of the air cavity, we now turn to quantifying the entrained
bubble properties in the wake based on the bubble-droplet detection program [4]. As shown in
Fig. 12, the time-averaged (over the stable state with 1.0 � t/T � 1.2) free surface of the aerated
cavity and the spatial distribution of bubbles in the wake under different yaw angles are presented
for comparison. The left column shows the top view of the whole computational domain, which
presents the overall distribution of the air cavity and bubbles in the wake region. It is noted that
the bubbles in the OWB region [as indicated in Fig. 2(a)] are not shown due to the focus of this
paper. To show the distribution of the bubbles behind the air cavity, a side view of the wake region
is displayed in the right column. For the time-averaged results of the air cavity, we can observe that
the overall length of the air cavity declines with the increase of the yaw angles, and the breaking
point moves forward, which is consistent with Fig. 8(c). For the distribution of the bubbles in
the wake region, the spread range of the bubble spatial distribution is broader with the increase
of the yaw angles (the left column of Fig. 12). In addition, a few bubbles appear at the edge, except
in the case of αE = 35◦, owing to the weak impact in the RC region [as indicated in Fig. 2(a)].

The large-scale air pocket (appears in leading edge of the plate) and the associated bubbles
generated by it contribute much more air entrainment in the wake than that of the bow wave
breaking. As shown in Table III, the total volume (Vtotal) of the entrapped bubbles is divided into
parts, in the OWB (Vowb) and wake (Vwake) regions. The volume of the air cavity (Vcavity) is obtained
separately to evaluate the contribution in the air entrainment. We find that the volume of the air
cavity is much more than the volume of the entrapped bubbles (e.g., Vcavity ≈ 10Vtotal for the case
αE = 40◦). Meanwhile, the volume of bubbles generated by the breakup of the air cavity in the wake
accounts for most of the total volume of bubbles (e.g., Vwake ≈ 0.64Vtotal for the case αE = 45◦).

The volume and BND of the entrapped bubbles in wake regions are, as shown in Fig. 13, as a
function of time t/T for different yaw angles. At the early stage, almost no air is entrapped until
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FIG. 12. Snapshots presenting the time-averaged free surface and distribution of bubbles underwater in the
wake for the different yaw angles. Bubbles are represented with an equivalent spherical radius. Bubbles in the
overturning wave breaking (OWB) region [as indicated in Fig. 2(a)] are not shown in the figure due to the focus
of this paper. The white lines in the right column are horizontal line z = 0 m. The left-hand column is top view
of the whole computational domain (x-y plane), and the right-hand column is side view of the wake region
(x-z plane). (a) αE = 35◦, (b) αE = 40◦, (c) αE = 45◦, and (d) αE = 50◦.
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TABLE III. The volume of each part and its proportion as a function of yaw angles when the flow field is
fully developed.

Yaw angle αE Vcavity Vwake Vowb Vtotal

(deg) (10−3 m3) (10−3 m3) (10−3 m3) (10−3 m3)

35 2.607 0.119 (31.2%) 0.263 (68.8%) 0.382
40 6.286 0.341 (53.0%) 0.302 (47.0%) 0.643
45 4.350 0.668 (63.6%) 0.383 (36.4%) 1.051
50 3.471 0.696 (61.6%) 0.433 (38.4%) 1.129

t/T = 0.20 for all cases. From t/T = 0.25 to 0.75, the entrapped air volume experiences a rapid
increase and reaches the peak, at which many bubbles are generated due to the breakup of the air
cavity, particularly for larger yaw angles. For the case αE = 50◦, the peak time shows a slight delay,
which is correlated with the more intense breakup at the tail of the air cavity. For the later stage
(t/T > 0.8), some larger bubbles rise back to the interface and burst under the buoyancy effect,
which results in the decay of the air entrainment. For the BND in Fig. 13(b), it increases with the
increase of yaw angles, and most bubbles are generated in the later stages (t/T > 0.7). We notice
that the BND of case αE = 45◦ is less than that of case αE = 50◦ at the last moment, different from
the trend of the entrapped air volume, suggesting that the rotational process is more intense and
produces more small bubbles for the larger angles. This phenomenon can be confirmed in Fig. 14.

Figure 14(a) shows the time-averaged bubble size distribution N (r, t ) over the time t/T ∈
[0.8, 1.0] for different yaw angles, and each case follows the power-law scaling N (r, t ) ∝ r−10/3.
Figures 14(b)–14(e) give the contours resulting from the bubble size distribution over time and
radius. The size of most bubbles is mainly concentrated in the range of 3–6 mm. Before t/T = 0.2,
there are almost no bubbles in each case because the air cavity has not broken, which is consistent
with the Fig. 13. An array of relatively small-scale bubbles (<5 mm) is generated owing to the
destabilization of the air cavity at t/T = 0.2. Bubbles <4 mm begin to appear in large numbers
owing to the breakup of large bubbles and the air cavity when it reaches the rear of the plate at later
times (t/T > 0.5) [see Fig. 10(c)]. Two processes control the production of the relatively small
bubbles (r < 4 mm) and the resulting size distribution: (i) the breakup of the air cavity, leading
to the initial distribution, and (ii) the interaction between the entrapped bubbles in the later stage.
The number of smaller bubbles ∼3.5 mm is closely related to the yaw angles, suggesting that the

FIG. 13. Time evolution of the volume and the number density of the entrapped bubbles in the wake
region for the different yaw angles. ( ): αE = 35◦, ( ): αE = 40◦, (—•—): αE = 45◦, and ( ): αE = 50◦.
(a) Volume (m3). (b) Bubble density (m−3).
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FIG. 14. (a) Time-averaged bubble size distribution of different yaw angles. (- - -): N (r) ∝ r−10/3, ( ):
αE = 35◦, ( ): αE = 40◦, ( ): αE = 45◦, and ( ): αE = 50◦. Contours of bubble size distribution N (r, t ) (the
number of bubbles per 0.3 mm radius in this paper) over time and radius for different yaw angles. (b) αE = 35◦,
(c) αE = 40◦, (d) αE = 45◦, and (e) αE = 50◦.
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FIG. 15. Distributions of bubbles in different size ranges over time for different yaw angles. ( ): r �
8 mm, ( ): 6 mm � r < 8 mm, (−•−): 4 mm � r < 6 mm, and ( ): r < 4 mm. (a) αE = 35◦, (b) αE =
40◦, (c) αE = 45◦, and (d) αE = 50◦.

air cavity is more energetic to produce smaller bubbles for the larger yaw angles. We notice that
there are more bubbles (r < 3.5 mm) for the case αE = 50◦ than that of the case αE = 40◦ at the
stable stage; that agrees with Fig. 13. Small numbers of large bubbles (>10 mm) appear randomly
(scattered on the plots) due to bubble coalescence and the breaking up of the free surface throughout
the breaking process (t/T > 0.4).

Distributions of bubbles in size ranges for different yaw angles are presented in Fig. 15. The
distribution is not sensitive to the yaw angle, and the total count is dominated by small bubbles
<4 mm, occupying 60% for each case. Large-scale bubbles (r > 6 mm) only occupy a small part,
∼15%. In all ranges, bubbles reach a stable state after t/T = 0.5, corresponding to the moment
when the air cavity extends to the tail of the plate.

To investigate and compare the spatial distribution of air entrainment for all cases in the bubbly
wake, an equivalent of the experimentally measured void fraction (Rojas and Loewen) [61] can be
computed by averaging the phase function C(x, y, z) over the streamwise x direction in the wake
bubble region from the 3D data. The expression is given as

α(y, z) = 1

L

∫ b

a
C(x, y, z)dx, (8)
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FIG. 16. Streamwise-integrated void fraction α(y, z, t ) = 1
L ∫b

a C(x, y, z)dx, from the three-dimensional
(3D) data for the different cases in the bubbly wake region at t/T = 1.0, a is the breaking point of the air
cavity, b = 6.5D is the endpoint of the computational domain, and L is the length of the wake region over
the streamwise x direction. (a) αE = 35◦, a = 5.475D, X ∈ [5.475D, 6.5D], L = 1.025D. (b) αE = 40◦, a =
4.875D, X ∈ [4.875D, 6.5D], L = 1.625D. (c) αE = 45◦, a = 4.275D, X ∈ [4.275D, 6.5D], L = 2.225D.
(d) αE = 50◦, a = 4.125D, X ∈ [4.125D, 6.5D], L = 2.375D.

where a is the breaking point of the air cavity, b is the endpoint of the computational domain, and
L = b−a is the length of the wake region over the streamwise x direction. The values of these
quantities can be obtained according to Fig. 8.

Figure 16 shows the streamwise-integrated void fraction (volume of air per unit distance) for
different cases in the bubbly wake region at the stable stage. Bubble plumes are formed beneath the
free surface during the air entrainment process, and high void fraction areas are visible. The main
concern is the penetration depth of these bubble clouds. For the case αE = 35◦, relatively shallow
bubble clouds are formed beneath the surface, and the bubble clouds show scattered properties,
which agrees with the Fig. 12. For larger yaw angles (αE = 40◦, 45◦, and 50◦). These bubble plumes
appear very dense and are driven into the water, reaching a maximum penetration depth. Then the
bubble clouds spread horizontally, and some bubbles rise back to the surface to burst. In addition,
the bubble clouds are transported further in the spanwise direction (y direction) with the increase of
the yaw angle.

C. Turbulent vortex structures around the aerated cavity

In this paper, the rotating air cavity gives rise to two phenomena. On one hand, a large-scale
air pocket forms, generates a mixing of air and water, and creates strong dynamics, as discussed
above. On the other hand, following the formation of the air cavity, large-scale vortex structures
are observed when the air cavity rotates. The 3D vortex structures below the free surface at the
stable stage are identified using the Q-criterion (Q is the second invariant of the velocity gradient
tension, and the Q-criterion represents the balance between the rotation and strain rates), which
are shown in Fig. 17 for the case αE = 50◦. To investigate the coherent structures in more detail
and the effects of vortices on the air entrainment process, the vortex structures are displayed in
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FIG. 17. Three-dimensional (3D) instantaneous vortex structures in the water phase for the case αE = 50◦

at a statistically stable stage t/T = 1. (a) Free surface with the isosurface of the phase function C = 0.5 (in
white). (b) Vortex structures underwater with Q-criterion (in yellow) along with the interface.

Fig. 17 with the free surface topography. Figure 17(a) shows the free surface, and underwater
vortex structures are presented in Fig. 17(b) for comparison. It is noted that Q isosurfaces are
only plotted for the water phase. The stabilization of the free surface is maintained by surface
tension and gravity. From Fig. 17(b), it is evident that the generation of vortex structures is mainly
distributed in the breaking zone, which suggests that the entrainment process could happen when
vortices resulting from rotation of the air cavity are strong enough to overcome the stabilization
of the free surface. Meanwhile, the vortices also interact with the free surface, which is closely
related to the source of bubbles. The vortex structures in the OWB region are mainly induced by
the air entrainment of the first impact and the successive splash-ups. When the falling jet moves
forward and downward, the forward face of the wave is impacted, which induces the generation of
the primary vortex structures. Splash-ups lead to the generation of secondary vortex structures. In
addition, the air cavity is also wrapped by many vortex structures, which are discussed in more detail
below.

Figure 18(a) presents a close sight of the vortex structures from the bottom view of the aerated
cavity. Two mechanisms account for the vortex structures: one is the rotation of the air cavity,
and another is the topological deformation of the interface. A significant pattern seen in region
A is coherent structures that are regularly distributed and spaced along the air cavity. These
strong organized structures are observed to coil and be parallel while they are wrapped around
the air cavity. The rotating motion of the surrounding water is responsible for the generation
of a sequence of large-scale coherent structures. The vortex structures are chaotic in the highly
aerated region B, in which the air is dragged beneath free surface when vortices interact with
the free surface in the wake region, producing strong turbulence with large numbers of bubbles.
The spiraling flow is visualized by depicting the streamlines wrapped around the air cavity, as
shown in Fig. 18(b). The arrows on the streamlines indicate the flow direction. The results suggest
that the air cavity rolls from the outside to the inside, evolving along the cavity center axis,
which is consistent with Fig. 4(b). In terms of the air entrainment process, the vortices induced
by the air cavity deform the interface and result in the air entrainment. Meanwhile, at the rear
of the cavity, the instability of the cavity interface promotes the generation of large-scale vortex
structures.
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FIG. 18. (a) Pictures showing the vortex structures wrapped around the air cavity (Region A) and in the
wake (Region B) from the bottom view. (b) Streamlines spiraling around the aerated cavity, the arrows on the
streamlines indicating the rotation direction of the air cavity. See Supplemental Material [60] for the whole
flow process of streamlines.

IV. CONCLUSIONS

This paper focuses on the formation and development of the aerated cavity generated by a rect-
angular plate. A self-developed two-phase flow solver [4,5,49,57] is employed for the high-fidelity
simulation, in which the fine flow structures associated with the physical process are resolved.
The main geometrical characteristics of the air cavity with a series of yaw angles are summarized.
With the bubble-droplet detection method [4], the overall distribution of the various sized bubbles
generated by the breakups of air cavity is presented. With the use of state-of-the-art numerical
techniques, the present numerical simulations improve our understanding for the air cavity induced
by surface-piercing structures, which can be summarized as follows:

(1) For all cases, the air cavity is entrapped with stabilized rotational motion along the leading
edge of the plate at yaw angles αE � 35◦. Reverse flow is observed in the depressed region owing to
the blocking effect of the plate, which triggers two continuous opposite flows and produces vortices.
Vortices with low strength are not enough to induce a stabilized and continuous air cavity. Rotating
structures are thus clearly observed when the vortices are enough to overcome the gravity and
surface tension of the interface. However, vortices that are too strong will steepen the wave plunger
and force the air cavity to become more elliptical, resulting in a reduction of the air volume. The
case αE = 40◦ shows the largest volume with moderate vortices. Meanwhile, a strong turbulence
region is mainly related to the formation and breakup of the air cavity.

(2) Characteristic features of the air cavity under large yaw angles (αE � 35◦) depend strongly
on the yaw angle. The length of the air cavity declines with the increase of the yaw angle. The
cross-section of the air cavity has a larger penetration depth and a more elliptical shape as the yaw
angle increases. For αE � 40◦, the volume of the entrapped air cavity decreases, owing to the shorter
length and more elliptical profile as the yaw angle increases.

(3) The large-scale air cavity and the associated bubbles generated by it contribute much more
air entrainment in the wake than that of the bow wave breaking. Meanwhile, from the contours of
bubble size distribution N (r, t ), we find that the size of most of the bubbles in the wake is mainly
concentrated in the range of 3–6 mm. The size distribution is not sensitive to the yaw angle, and the
total count is dominated by small bubbles <4 mm, occupying 60% of the total number of bubbles
at the stable stage for each case. The breakup of the air cavity and the interaction between the
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entrapped bubbles in the later stage control the production of relatively small bubbles (r < 4 mm)
and the resulting size distribution.

(4) Strong organized structures wrapped around the air cavity and many vortex structures in the
wake are observed, which are closely related to the air entrainment. Two main reasons account
for the generation of vortex structures: one is the rotation of the air cavity, and another is strong
turbulence resulting from the topological deformation of the interface in the highly aerated wake
region. The instability of the cavity promotes the generation of large-scale vortex structures.
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