
PHYSICAL REVIEW FLUIDS 7, 123401 (2022)

Comparative analysis of internal energy excitation and dissociation of
nitrogen predicted by independently developed

ab initio potential energy surfaces

Maninder S. Grover and Paolo Valentini
University of Dayton Research Institute, 1700 South Patterson Boulevard, Dayton, Ohio 45469, USA

Thomas E. Schwartzentruber
Department of Aerospace Engineering and Mechanics,

University of Minnesota, Minneapolis, Minnesota 55455, USA

Richard L. Jaffe
NASA Ames Research Center, Moffett Field, California 94035, USA

Nicholas J. Bisek and Ashley M. Verhoff
Air Force Research Laboratory, Wright-Patterson Air Force Base, Ohio 45433, USA

(Received 7 July 2022; accepted 27 September 2022; published 8 December 2022)

In this article we present a comparative atomic level study analyzing the vibrational ex-
citation and dissociation of molecular nitrogen due to N2(1�g

+) + N(4Su) and N2(1�g
+) +

N2(1�g
+) interactions governed by independently developed potential energy surfaces at

the University of Minnesota and NASA Ames Research Center. Vibrational excitation
was studied for N2 + N2 interactions from T = 10 000 to 25 000 K and for N2 + N
from T = 5000 to 30 000 K. Nonequilibrium dissociation is studied from T = 10 000
to 30 000 K under the quasi-steady-state condition for N2 + N2 and N2 + N interactions.
Finally, an inviscid Mach 20 dissociating nitrogen flow over a cylinder with a Knudsen
number of 0.015 is carried out to study the impact of molecular interactions predicted by
independently developed potential energy surfaces on a canonical hypersonic flow.

DOI: 10.1103/PhysRevFluids.7.123401

I. INTRODUCTION

Strong shocks generated at the bow of reentry vehicles cause the gas temperature to rise to
thousands of kelvin. The postshock heated gas experiences excitation of internal energy modes and
chemical reactions. However, given the relatively low air density at high altitudes and the high speed
of the flow, the rate of internal energy excitation and chemical reactions often competes with local
characteristic flow times. This causes the gas enveloping the vehicle to be in thermal and chemical
nonequilibrium [1]. The rate laws in computational fluid dynamics (CFD) solvers used to capture
these phenomena are based on experimental data from the 1960s and 1970s [2–4]. These rates often
vary by orders of magnitude between different experimental data sets, as seen in Refs. [5–8], and
need to be extrapolated to temperatures encountered in reentry flight. The base variance in the rate
laws and their nonlinear nature introduce significant uncertainty in CFD calculations.

In recent years there have been efforts to complement the experimental databases of ther-
mochemical properties with high-fidelity data from computational chemistry. In this approach,
an interaction potential is first generated for the particle interaction of interest. This is done by
solving the electronic Schrödinger equation [9–15] to generate single-point energies for thousands
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of geometries of the interaction of interest and then sophisticated fitting techniques, typically lever-
aging polynomial forms [9–15] or neural networks [16,17], are used to generate a mathematically
smooth potential energy surface (PES). Potential energy surfaces derived in this manner are often
termed first-principle or ab initio PESs. These PESs are then leveraged to calculate scattering
trajectories [18,19], aggregates of which are used to determine the thermochemical and kinetic
properties.

A common method for using these scattering trajectories is the state-to-state (STS)
method [20–23]. In this approach, a large number of trajectory calculations are performed at
predetermined conditions. These trajectories are then used to derive molecular internal energy state
transition rates and state specific chemical reaction rates. A database of state transition rates is
then incorporated into a flow solver that evaluates the master equation [20] and tracks each internal
state as a pseudospecies in the flow [23–27]. These solvers are used to conduct zero-dimensional
(0D) reactor simulations [27–29] to determine thermochemical properties. Even though the STS
method is a powerful approach, it can become intractable for molecule-molecule interactions. For
example when all quantized rovibrational states are taken into account, there are of the order of
1015 possible state transitions for N2 + N2 interactions. To make STS simulations feasible for such
systems, energy states are binned together [26,27,30–32]. However, it has been shown that binning
of internal states leads to a loss of information about relaxation between internal states, which
can cause variations in macroscopic thermochemical properties based on binning strategy [33].
Since the scattering trajectory calculations done using ab initio PESs are expensive and have to
be completed a priori to STS simulations, this often translates to these simulations being run on
sparsely populated data sets that may not have adequate resolution for every relevant state transition
in a flow simulation. Thus, STS simulations have to interpolate between state transition rates which
follow nonlinear trends in the temperature range of interest. Furthermore, as the construction of
the state transition database requires significant investment in running scattering trajectories, STS
methods are more rigid to adapt to newer PESs or to explore state transitions given by different
PESs.

In this work we use the direct molecular simulation (DMS) [34] approach. Unlike the STS
method [20] described above, DMS implements the scattering trajectory calculation within a
time-accurate flow-field simulation. In this way the DMS method bypasses the need for binning
energy states and is able to capture all statistically significant state transitions in a given simulation.
Therefore, DMS simulations have no a priori assumptions and use the relevant PES(s) as the only
modeling input for the calculation. The ability to run scattering collisions on the fly also makes
DMS an ideal tool to substitute different PESs for the same system to conduct a comparative
study. In the past the DMS method has been used to calculate thermochemical properties in 0D
reactors [35–39] and 1D shock calculations [40] and recently has been expanded to study 2D
hypersonic flow [41–43] and transport properties [44]. In this study we consider independently
developed PESs at the University of Minnesota [9,10] and NASA Ames Research Center [11,12]
designed to capture high-energy N2 + N2 and N2 + N collisions using different computational
chemistry techniques. The objective of this work is to compare thermochemical properties predicted
by these PESs. This is achieved by (i) conducting 0D isothermal heat bath studies to calculate and
compare characteristic vibrational excitation times, (ii) comparing nonequilibrium dissociation rate
coefficients using a 0D reactor under quasi-steady-state conditions, (iii) comparing molecular level
details such as the energy distribution functions predicted under nonequilibrium conditions, and (iv)
comparing flow-field features due to a Mach 20 dissociating nitrogen flow over a 2D cylinder.

II. DIRECT MOLECULAR SIMULATION

A. Method overview

A detailed description of the DMS method can be found in Ref. [34]; this section provides only
a brief overview for clarity. The DMS method is a high-fidelity variant of the direct simulation
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Monte Carlo (DSMC) method of Bird [45]. Similar to DSMC, the DMS is a particle method that
predicts flow characteristics by aggregating particle properties in a simulation cell. The simulation
time steps are of the order of the mean collision time τc, the simulation cell sizes are of the order
of the local mean free path λc, and the ratio of the actual particles to the simulated particles in the
control volume is called the particle weight Wp. Every time step a representative number of particles
in the simulation domain are selected to undergo collisions to approximate the mean collision rate
of the gas. However, where the standard DSMC approach uses stochastic collision models, the DMS
method carries out scattering trajectory calculations using the appropriate PES [19,34] to determine
the collision outcome.

When a particle pair is selected for trajectory integration, the phase-space coordinates of all
atoms of the colliding particles are integrated using a velocity Verlet scheme [46]. The time step
for trajectory integration is set to �ttraj = 0.05 fs. The trajectory is integrated until the minimum
separation between the atoms not bounded to the same molecule is greater than the minimum cutoff
distance D0 = 15 Å. During a trajectory, for certain atomic configurations, the atoms may go over
local free-energy maxima in the PES. This may lead to the formation of new bonds and breaking
of others. Hence, the DMS method automatically accounts for all collision outcomes available in
the PES. After the trajectory integration is completed, each molecule is analyzed to establish if
it is bound, quasibound, or dissociated. Then as a postprocessing step the internal energy of the
molecule is calculated using the position and velocity of the bound atoms. Currently, the DMS
method does not allow for recombination of atomic species back to molecules as research is actively
being conducted in the proper treatment of three-body collisions and recombination for scattering
trajectories [47,48].

The 0D reactor simulations discussed in Sec. III are obtained using an in-house DMS code
developed at the University of Minnesota and the 2D simulations shown in Sec. IV are obtained
by incorporating DMS routines in the stochastic parallel rarefied-gas time-accurate analyzer DSMC
code developed at Sandia National Laboratories [49]. Details of this implementation are discussed
in Refs. [41,42].

B. Potential energy surfaces

This section provides a high-level overview of the PESs used in this study. A PES is a fit to
the potential energy of various atomic arrangements of the interacting system. The gradients of
the PES are used to perform the molecular trajectory calculation as discussed in Sec. II A and the
PESs serve as the only modeling input to the DMS method. Early attempts at defining PESs were
based on a combination of theoretical calculations and empirical data from experiments [50–55].
These PESs are often represented with simple analytical functions. However, due to the simplicity
of the fitting functions and use of inadequate data to resolve atomic interactions [56], such PESs
are less accurate for modeling molecular interactions involving high collision energy. In recent
years, PESs tailored to capture high-energy interactions have been produced [9–15]. These potential
energy surfaces are derived from extensive quantum-mechanical calculations, where the electronic
Schrödinger equation is solved to give the potential energy of the interacting nuclei. These PESs
derived from first principles are called ab initio PESs. In this work we use ab initio PESs developed
at the University of Minnesota and NASA Ames Research Center.

The group at NASA Ames Research Center developed separate PESs for N2 + N2 interactions
(NASA N4 PES) and N2 + N interactions (NASA N3 PES). The details of the NASA PESs can
be found in Refs. [11,12,56]. Broadly, both NASA PESs use an augmented correlation consistent
polarized valence triple zeta (aug-cc-pVTZ) [57,58] basis set. The aug-cc-pVTZ basis set contains
five s orbitals, four p orbitals, three d orbitals, and two f orbitals for each atom. The NASA PESs
utilize two different methods to compute electron correlation. The coupled-cluster method, the
coupled cluster with single and double and perturbative triple excitations (CCSD(T)) [59], was used
for geometries where two distinct nitrogen molecules exist. For other geometries the multireference
configuration interaction (MRCI) [60] method is used with complete active space self-consistent
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TABLE I. Properties of diatomic nitrogen from the potential energy surfaces developed at the University
of Minnesota [9,10] and NASA Ames Research Center [11,12].

Quantity UMN PES NASA PES

dissociation energy at j = 0 (eV) 9.91 9.89
number of vibrational levels for j = 0 55 61
number of rotational levels for v = 0 279 279
number of rovibrational levels 9198 9390
number of bound rovibrational levels 7122 7421
number of quasibound rovibrational levels 2076 1969

field (CASSCF) [61] molecular orbitals. The NASA N4 PES has 4146 single energy points, with
3821 points obtained from CCSD(T) and 325 points from CASSCF MRCI. The NASA N3 PES
has 3885 single energy points calculated using CCSD(T). Additionally, both NASA PESs use the
diatomic potential energy function proposed by Le Roy et al. [62] to describe the N2 diatom.

The PES developed at the University of Minnesota (UMN PES) [9,10] uses a minimally aug-
mented correlation consistent polarized valence triple zeta (maug-cc-pVTZ) basis set [63]. This
maug-cc-pVTZ formulation is similar to the aug-cc-pVTZ formulation discussed above but ignores
some d orbitals and f orbitals from the augmentation set [63]. The PES also uses the CASSCF [61]
used to obtain molecular orbitals. The UMN group uses a complete active space second-order
perturbation theory (CASPT2) method [64–66] to obtain all single-point energies. The UMN PES
has a total of 16 547 single-point energies, out of which 1017 were calculated for the N2 + N system.
As such, this PES is able to resolve both N2 + N2 and N2 + N interactions [36]. The properties of
diatomic N2 as given by these PESs are shown in Table I. The differences in the numbers of bound
and quasibound levels between UMN and NASA PESs are mainly due to small differences in the
long-range nature of the diatomic potentials.

C. Treatment of internal energy

The DMS method operates on atomic positions and velocities. For atoms bound in a molecule,
atomic positions and velocities may be postprocessed to obtained the rovibrational internal energy
of the molecule [34]. Therefore, DMS calculations do not assume any a priori decoupling between
rotational vibrational modes. To divide the internal energy into rotational and vibrational modes, the
vibrational prioritization framework as discussed in Ref. [67] is used. In this framework, the internal
rovibrational energy εint(v, j) is used to calculate the vibrational (v) and rotational ( j) levels of the
molecule. Then the molecule is assigned the vibrational energy of level v corresponding to rotational
level j = 0,

εvib(v) = εint(v, 0). (1)

The remaining internal energy is assigned to the rotational mode

εrot( j) = εint(v, j) − εint(v, 0). (2)

To characterize macroscopic evolution of the rotational mode in this article, rotational temperature
is defined as the average rotational energy normalized by Boltzmann’s constant

Tr = 〈εrot〉
kB

. (3)

Similarly, in this article the average energy in the vibrational mode is used to define vibrational
temperature as

Tv = 〈εvib〉
kB

. (4)
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FIG. 1. Example of isothermal relaxation in a box and formation of the QSS for the full nitrogen system
(both N2 + N2 and N2 + N interactions allowed) using the NASA Ames PESs [11,12].

III. THERMOCHEMICAL PROPERTIES

A. Zero-dimensional isothermal reactor

Isothermal 0D reactor simulations are used to study and compare characteristic vibrational
excitation (Sec. III B) and nonequilibrium dissociation (Sec. III B) due to N2 + N2 (N4) and N2 + N
(N3) interactions separately. Then 0D isothermal reactors are used to assess the behavior of a system
characterized by both N4 and N3 interactions. For the isothermal simulations presented in this
section, the desired temperature is maintained by sampling particle center-of-mass velocities from
a corresponding Maxwell-Boltzmann distribution and the density is set to ρ = 1.28 kg/m3.

Figure 1 shows the time-dependent composition and temperature profiles of an isothermal 0D
DMS calculation at T = 30 000 K. In this example, the gas is initialized such that at t = 0 μs
the translational (blue), rotational (black), and vibrational (red) temperatures are in equilibrium
Tt = Tr = Tv = 30 000 K. As the system evolves dissociation results in the decrease in the mass
fraction of molecular nitrogen (purple) and an increase in mass fraction of atomic nitrogen (green).
Due to dissociation, the population of molecules with higher rotational and vibrational energies is
depleted. As seen in Fig. 1, this causes the average rotational and vibrational energies to decrease
from the equilibrium value at t > 0. As the inelastic collisions and exchange reactions [36,68]
repopulate the higher-energy states, a new balance is achieved between repopulation and depletion
of higher internal energy levels. This balanced state is termed the quasi-steady-state (QSS) and is
characterized by time-invariant internal energy distributions and stabilization of average internal
energies. It can be seen in Fig. 1 that this system reaches QSS around t = 0.001 μs.

Figure 2(a) shows the Boltzmann and QSS vibrational energy distribution at T = 30 000 K.
It can be seen that the QSS vibrational energy distribution is non-Boltzmann and has a depleted
population at the higher vibrational energy levels when compared to the corresponding Boltzmann
distribution. Similarly, Fig. 2(b) shows the Boltzmann and QSS rotational energy distribution. The
QSS rotational distribution is non-Boltzmann and has depleted populations at the higher rotational
levels. The QSS is a consequence of repopulation of high-energy states by inelastic collisions and
depletion due to collisions that result in dissociation, so the QSS depends only on the local collision
rate. In other words, the QSS is uniquely defined for a given temperature and density of the gas and is
independent of the initial internal energy state of the isothermal reactor. This conclusion is illustrated
by Fig. 2(c). In the figure, the translational temperature (blue) is held constant at Tt = 30 000 K and
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FIG. 2. Characteristics of the QSS at T = 30 000 K, at (a) Vibrational Energy Distribution in QSS, (b)
Rotational Energy Distribution in QSS and (c) QSS for various initial internal energy states of the gas.

then the rotational (black) and vibrational (red) temperatures are initialized at Tr = Tv = 30 000,
15 000, and 3000 K. It can be seen that, regardless of the initial internal temperature that is assigned
to the gas, the systems stabilizes to the same QSS.

B. Characteristic vibrational excitation time

Characteristic vibrational excitation times are derived by conducting 0D isothermal relaxation
calculations as described above. The temporal profiles of the average vibrational energy are fit to
the solution of a first-order ordinary differential equation

d〈εvib(t )〉
dt

= 〈ε∗
vib〉 − 〈εvib(t )〉

τvib
(5)

to determine τvib. Here 〈εvib(t )〉 is the instantaneous value of the average vibrational energy and
〈ε∗

vib〉 is the average vibrational energy under equilibrium conditions.
To calculate the characteristic vibrational excitation time due to N2 + N2 interactions (τN2+N2

vib ),
N2 + N interactions are excluded in the heat bath calculations. The results of these calculations are
shown in Fig. 3. The DMS calculations using the NASA N3 PES (blue squares with solid line) and

FIG. 3. Characteristic vibrational excitation times for N2 + N2 and N2 + N interactions.
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the UMN PES (red triangles with solid line) produce qualitatively similar results, with the maximum
variation between τ

N2+N2
vib predicted by the two PESs being about approximately 16% at 10 000 K.

The difference in the predicted τ
N2+N2
vib decreases with an increase in temperature. Furthermore, it is

observed that the DMS results for τ
N2+N2
vib match closely with the Millikan-White fit [2,69] (black

solid line) for the characteristic vibrational excitation time. However, while the high-temperature
correction of Park [2] causes the characteristic excitation time to increase past 20 000 K, the DMS
calculations show that the characteristic excitation time keeps decreasing.

To calculate characteristic vibrational excitation time due to N2 + N interactions (τN2+N
vib ), 0D

isothermal excitation calculations are carried out for a mixture of N2 and N where the partial
density of molecular nitrogen is initialized at ρN2/ρ = 0.01. The DMS calculations using the NASA
N3 PES (blue diamonds with dashed line) and the UMN PES (red circles with dashed line) are
seen to produce qualitatively similar results, with the maximum variation between the predicted
τ

N2+N
vib from the two PESs approximately 28% at 10 000 K, with the difference in τ

N2+N
vib decreasing

with an increase in temperature. When comparing the STS calculations of Macdonald et al. [70]
(green inverted triangles with dashed line) we see excellent agreement for the predicted τ

N2+N
vib at

lower temperatures. The difference between the predicted τ
N2+N
vib values increases with an increase in

temperature, resulting in a maximum difference of approximately 33% at the maximum calculated
temperature of 30 000 K. Note that Macdonald et al. [70] used the same NASA N3 PES as this work;
therefore, the difference in the results is due to the numerical approach. Finally, when compared to
the Millikan-White fit [69], it can be seen that all computational chemistry results are approximately
an order of magnitude lower. This faster excitation due to N2 + N interactions has been attributed
to exchange reactions which have been shown to be more efficient in redistributing vibrational
energy [36,68].

C. Nonequilibrium dissociation

In this section we discuss dissociation under QSS conditions. As discussed above, the QSS rep-
resents a balance between depletion and repopulation of high-energy levels and therefore provides a
metric to compare the two kinds of molecular interactions on the PESs concurrently. A comparative
analysis of dissociation under QSS purely due to N2 + N2 interactions given by the NASA and UMN
PESs has been discussed in Ref. [56]. In this work we extend that analysis to N2 + N interactions
and to the combined system where N2 + N and N2 + N2 interactions can occur simultaneously.

1. N2 + N interactions

In this section we discuss dissociation due to N2 + N collisions. As described in the preceding
section (Sec. III B), in order to isolate the effects of atom-molecule collisions in DMS, isothermal
0D calculations were conducted for a mixture of nitrogen atoms and molecules where the partial
density of molecular nitrogen is reduced to ρN2/ρ = 0.01. The heat bath is then simulated until the
system is in QSS. Once the system is in QSS the dissociation rate coefficient is calculated by fitting
the temporal composition profile to the equation

d[N2]

dt
= −kN2+N2

d [N2]2 − kN+N2
d [N][N2]. (6)

Since [N2] � [N] the first term in Eq. (6) is ignored and we assume that [N] does not change in
time because, at t = 0, [N] � [N2]. Therefore, [N](t ) ∼ [N](t = 0) = [N]0. This reduces Eq. (6)
to a pseudo-first-order rate law given by

d[N2]

dt
= −[N]0kN+N2

d [N2]. (7)

Figure 4(a) shows the QSS dissociation rate coefficients obtained from the above analysis. As
seen, the dissociation rate coefficient in QSS, purely due to N2 + N interactions (kN2+N

d|QSS) predicted
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FIG. 4. (a) Dissociation rate coefficients in QSS given by DMS and (b) comparison of DMS-based
dissociation rate coefficients and experimental and equilibrium data.

by the NASA PES (blue diamonds with solid line), is nearly 50% higher than kN2+N
d|QSS predicted by

the UMN PES (red circles with solid line) at T = 10 000 K. However, this difference decreases
with increasing temperature such that the difference is only 10% at T = 30 000 K. Additionally,
we provide a comparison of dissociation rate coefficients in QSS for systems where only N2 +
N2 interactions were allowed. These data were first published in Ref. [56] and since then more
statistics have been collected for the QSS dissociation rate coefficient at 10 000 K and an additional
point of comparison has been added at 15 000 K. The QSS dissociation rate coefficient for N2 + N2

interactions (kN2+N2
d|QSS ) is 50% higher at 10 000 K for the simulation using the NASA PES (blue

squares with dashed lines) when compared to the simulation using the UMN PES (red triangles
with dashed line). The difference in predicted kN2+N2

d|QSS decreases with an increase in temperature and
at 30 000 K the nonequilibrium dissociation rate coefficient differs by 4%.

Figure 4(a) also shows that the QSS dissociation rate for N2 + N interactions is higher than
that for N2 + N2 interactions. This can be explained by Fig. 5, which shows the vibrational
distribution function in QSS. It can be seen at 30 000 K [Fig. 5(a)], 20 000 K [Fig. 5(b)], and
marginally at 10 000 K [Fig. 5(c)] that the QSS vibrational energy distribution is less depleted
for the simulations that include N2 + N dynamics. This higher population of vibrationally excited
molecules is attributed to faster vibrational relaxation due to N2 + N interactions as shown in

FIG. 5. QSS vibrational distribution functions for 0D systems where only N2 + N or only N2 + N2

interactions are allowed, at (a) 30 000 K, (b) 20 000 K, and (c) 10 000 K.
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FIG. 6. Composition and temperature history comparison of simulations including both N2 + N and N2 +
N2 interactions using the NASA PESs and the UMN PES, at (a) Tt = 30 000 K, (b) Tt = 20 000 K, and (c) Tt =
10 000 K.

Sec. III B. Additionally, it can be seen that the vibrational energy distributions in QSS of simulations
using the NASA PESs and the UMN PES agree well.

Figure 4(b) compares QSS dissociation rate coefficients with dissociation rate coefficients for
N2 + N in equilibrium [36]. It can be seen that the dissociation rate coefficients in equilibrium are
higher than the QSS rate coefficients, which can be attributed to the QSS energy distributions being
depleted at higher-energy levels, as seen in Fig. 5. Additionally, Fig. 4(b) shows experimental data
of Appleton et al. [7] and Hanson and Baganoff [8]. The symbols representing the experimental
data show the temperature range for which the experiments were conducted. It can be seen that
the variation between the experimental dissociation rate coefficients is larger than the difference in
rate coefficients predicted from computational chemistry by the two PESs. Furthermore, as seen in
Fig. 5, the vibrational energy distribution predicted by the two PESs in QSS is almost identical. This
shows that at the atomistic level the two PESs predict similar rates of depletion and repopulation of
the high-energy tail of the vibrational energy distribution.

2. N2 + N2 and N2 + N interactions

While the above sections have individually established the characteristics of N2 + N and
N2 + N2 interactions, in this section we study the behavior of isothermal heat baths that allow
for both interactions to occur concurrently. Figure 6 show the time evolution of temperature and
composition in 0D heat baths at 30 000 K [Fig. 6(a)], 20 000 K [Fig. 6(b)], and 10 000 K [Fig. 6(c)].
The plots show the translational temperature (blue), rotational temperature (black), vibrational
temperature (red), and mass fraction of atomic nitrogen (green). All three cases are initialized with
pure molecular nitrogen in the reactor at t = 0 μs. The heat baths at 30 000 and 20 000 K show
excitation of internal temperatures from 3000 K to a QSS state, whereas the heat bath at 10 000 K
shows relaxation to QSS from an equilibrium state at T = 10 000 K. These simulations show that the
particle interactions predicted by the NASA PESs and UMN PES show a similar excitation rate for
internal temperatures; however, the simulations using the NASA PESs allow for faster dissociation
of molecular nitrogen.

Figure 7 shows the vibrational distribution function during the QSS for the simulations shown in
Fig. 6. It can be seen that the two PESs predict similar QSS vibrational energy distributions. This
shows that the faster vibrational excitation for simulations using the NASA Ames PES (as seen in
Sec. III B) facilitates the higher dissociation rates in simulations using the NASA Ames PES while
maintaining similar depleted distributions in the QSS.
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FIG. 7. Vibrational energy distribution of N2 molecules in QSS for simulation including both N2 + N and
N2 + N2 interactions, at (a) Tt = 30 000 K, (b) Tt = 20 000 K, and (c) Tt = 10 000 K.

IV. HYPERSONIC DISSOCIATING NITROGEN FLOW PAST a CYLINDER

Recently, the DMS method has been expanded to perform 2D fluid flow simulations [41–43]. As
the N3 and N4 PESs are designed to resolve high-energy collisions and are being used to develop
thermochemical models for hypersonic flight [71,72], comparing the flow fields given by two
independently developed sets of PESs provides a unique opportunity to compare thermochemical
characteristics predicted by PESs in an applied fluid dynamics scenario. In this section we discuss
results comparing a Mach 20 dissociating nitrogen flow over a cylinder predicted by the NASA PESs
and the UMN PES. We have used this case in the past to compare thermochemical characteristics
of the UMN PES [9,10] to an updated version [73] of the UMN PES where the single-point energy
data base was expanded from 16 547 to 21 406 single-point energy points [42,73]. It was concluded
that the original UMN PES [9,10] is sufficiently resolved and adding new single energy points for
the data set did not meaningfully alter the solution [42]. While the new UMN PES compared in
Ref. [42] was an improvement on the original and used the same quantum methods, the NASA
PES provides a point of comparison outside the UMN data set and uses different quantum methods
(discussed in Sec. II B).

A. Simulation setup

For the Mach 20 dissociating flow simulations the freestream density is set to ρ0 = 0.0184 kg/m3

and temperature T = Tt = Tr = Tv = 226 K, which corresponds to nominal conditions at 30 km
with a freestream velocity u = 6130 m/s. The cylinder diameter Dc = 0.2 mm and the cylinder
surface is assumed to be adiabatic, i.e., all particles colliding with the wall are specularly reflected
and there is no thermal or inertial accommodation at the cylinder surface. The Knudsen number
based on the freestream isKn ≈ 0.015, which is in the range where Navier-Stokes solution (CFD)
should also be valid.

The grid is refined and coarsened in a manner the enforces the local grid size �x < 1.2λl , where
λl is the local mean-free path. A further refinement is done to the cells in the stagnation region
such that �x < 0.6λl to provide high resolution of the bow shock. The DMS time step is �tDMS =
5 × 10−11 s.

B. Thermochemistry in the flow field

Figure 8 shows the translational [Fig. 8(a)], rotational [Fig. 8(b)], and vibrational [Fig. 8(c)]
temperatures and the mass fraction of atomic nitrogen [Fig. 8(d)] from the 2D DMS calculations
of Mach 20 flow over the cylinder. The top half of the images shows the flow field obtained
using the UMN PES [9,10] and the bottom half shows the flow field obtained by using the NASA
PESs [11,12]. Figure 8(a) shows that the two PESs predict similar translational temperature fields
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FIG. 8. Temperatures and composition of the Mach 20 flow field: (a) translational temperature, (b) rota-
tional temperature, (c) vibrational temperature, and (d) mass fraction of atomic nitrogen..

and predict the same shock standoff distance. From Fig. 8(b) we can see that both simulations
predict similar rotational temperature profiles, with the simulation using the NASA PESs rota-
tionally deexciting slightly faster in the expansion region (x/D > 2.5). Figure 8(c) shows that the
vibrational temperature field predicted by the two simulations is comparable in the compression
region (x/D < 2.5) but the simulation using the NASA PESs is vibrationally hotter in the expansion
region (x/D > 2.5).

Figure 8(d) shows that the mass fraction of atomic nitrogen in the simulation using the NASA
PES is higher than for the simulation using the UMN PES. The results also show that most of the
production of the atomic nitrogen occurs in the stagnation region; however, the cylinder wake has
the highest mass fraction of the atomic nitrogen. Recall that no recombination reactions are included
in these DMS calculations.

Figure 9(a) shows the variation of translational (blue), rotational (black), and vibrational (red)
temperatures along the streamlines included in Fig. 8(a). It can be seen that all three energy modes
are excited across the bow shock. The translational and rotational modes quickly equilibrate behind
the shock, whereas the vibrational mode is only partially excited. As the flow travels over the
cylinder and subsequently expands, there is a consistent drop in translational temperature while the
rotational and vibrational modes freeze in a state of thermal nonequilibrium because the relaxation
time for these modes is on the same order as the flow timescales. In the cylinder wake there is a
peak in translational temperature associated with the closing of the streamlines behind the cylinder.
However, the translation temperature relaxes towards thermal equilibrium as the flow accelerates
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FIG. 9. Temperatures and composition along streamlines shown: (a) temperatures and (b) atomic nitrogen
mass fraction and partial density.

behind the cylinder, while the rotational and vibrational modes continue to remain essentially frozen
in this regime.

Figure 9(b) shows the partial density of atomic nitrogen (blue) and the mass fraction (green)
along the same streamlines. It can be seen that both the partial density and mass fraction of
atomic nitrogen increase behind the shock as molecular nitrogen dissociates in the compression
region (1.5 < x/D < 2). Following the profile downstream within 2 < x/D < 3, there is a drop in
partial density that is attributed to the decrease in total density due to expansion. As the streamline
closes around x/D ∼ 3.25 the partial density starts increasing again. Meanwhile, the mass fraction
of atomic nitrogen drops within 2 < x/D < 2.5 due to volumetric expansion of the fluid. Within
2.5 < x/D < 3.5 a peak in the mass fraction of atomic nitrogen is observed. This peak is attributed
to the high translational temperatures in this region and the low fluid velocity that promotes
dissociation in the rarefied region behind the cylinder. As the fluid expands further downstream
we see a drop in mass fraction of atomic nitrogen due to continued flow expansion and relaxation
back towards equilibrium.

C. Stagnation region

Figure 10(a) shows the temperatures and composition along the stagnation streamline. It can
be seen that both simulations give the same shock standoff distance for the translational temper-
ature. The translation and rotational modes excite and equilibrate behind the shock, whereas the
vibrational mode only partially excites behind the shock. As can be seen at the wall (x/D = 2),
the transrotational temperature for the simulation using the UMN PES is slightly higher than the
simulation using the NASA PESs. This can be attributed to a lower level of dissociation in the
UMN PES simulation. This difference in the degree of dissociation results in a stagnation point
mass fraction of atomic nitrogen of 0.034 for the UMN PES simulation and 0.042 for the simulation
that used the NASA PESs. This corresponds to a difference of over 23% in atomic mass fraction,
which could have additional implications for nonspecular surfaces.

Figure 10(b) shows the vibrational energy distribution along the stagnation streamline at selected
points x/D = 1.8 (dashed line), x/D = 1.9 (solid line), and x/D = 2.0 (dash-dotted line). It can be
seen that the energy distribution functions predicted by the two simulations using different PESs
are virtually identical at all three points. At x/D = 1.8 the population in the low vibrational levels
is populated in a manner similar to a Boltzmann distribution corresponding to this temperature, but
the mid- and high-energy levels are overpopulated when compared to the corresponding Boltzmann
distribution, resulting in a highly non-Boltzmann distribution. At x/D = 1.9 we see a deviation
from Boltzmann behavior at both low and high vibrational levels. At x/D = 2.0, vibrational energy
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FIG. 10. (a) Temperature and composition and (b) vibrational distribution functions along stagnation
streamline.

distributions still deviate slightly from Boltzmann behavior. This indicates that the vibrational
excitation process, between the shock front (x/D = 1.8) and the stagnation point (x/D = 2.0), has
a non-Boltzmann nature for this type of flow.

D. Cylinder flank

Figure 11(a) shows the temperature and composition profiles normal to the cylinder surface at
the flank (x/D = 2.5). It can be seen that the translational temperature profile (blue) has two peaks.
The first peak at y/D = 1.2 is due to the sampling line intersecting the oblique shock at x/D = 2.5.
The second, broader peak around y/D = 0.8 is due to advection of shock heated gas from the
stagnation region. At y/D < 0.8 a decrease in translational temperature is observed as the flow
expands along the cylinder. Figure 11(a) also shows the rotational temperature (black) along this
wall normal. It can be seen that the region is in rotational nonequilibrium, Tr > Tt for y/D < 1.0.
Here the rate of molecular interactions that equilibrate translational and rotational modes is slower

FIG. 11. (a) Temperature and composition and (b) vibrational distribution functions along the flank of the
cylinder.
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FIG. 12. (a) Temperature and composition and (b) vibrational distribution functions along the aft of the
cylinder.

than the rate at which the translational temperature cools due to expansion of the flow. A similar
trend is observed for the vibrational mode.

Additionally, the solutions obtained using the NASA PESs (solid line) and the UMN PES (dashed
line) are qualitatively similar along this sampling profile. There are some quantitative differences
starting at y/D ≈ 1, where the rotational mode for the simulation using the UMN PES is hotter
than the simulation using the NASA PESs. Conversely, in this region, the simulation using the
NASA PES is vibrationally hotter. Interestingly, results yielded by the NASA PESs are in rotational-
vibrational equilibrium near the cylinder surface. This is not seen with the UMN PES and shows
that the simulations using the NASA PESs have faster internal energy relaxation. Additionally, the
system has a higher mass fraction of atomic nitrogen for the simulation using the NASA PESs,
which is consistent with the observations made in the sections above.

Figure 11(b) shows the vibrational energy distribution at y/D = 0.59 and 1.20. All data corre-
sponding to statistics collected y/D = 1.2 are presented with a solid line. At y/D = 1.2 we notice
that the vibrational energy distribution varies slightly from the corresponding Boltzmann distribu-
tion; however, this deviation is observed to be less severe than that observed for the vibrational
energy distribution x/D = 1.8 in Fig. 10(b). This is because the weaker oblique shock at the flank
leads to less energetic molecular collisions than the stronger normal shock and therefore causes less
deviation from Boltzmann behavior.

Figure 11(b) includes two sets of Boltzmann distributions for y/D = 0.59 because Tv = 9000 K
when using the NASA PESs, but only 8700 K in the UMN PES. The black dashed curve corresponds
to the Boltzmann distribution for Tv = 9000 K and is to be compared with the blue dashed curve
showing the vibrational energy distribution obtained from the simulation using the NASA PESs. The
DMS predicted solution deviates slightly from the Boltzmann distribution and exhibits behavior
similar to that seen in the near-wall distribution of x/D = 2 in Fig. 10(b). The black dash-dotted
curve shows the Boltzmann distribution for Tv = 8700 K and is used as a comparison point for for
the vibrational energy distribution function obtained from the simulation that uses the UMN PES. It
can be seen that both simulations produce similar slightly non-Boltzmann behavior at this location
in the flow.

E. Cylinder aft

Figure 12(a) shows the temperature and composition profiles in the cylinder wake along the
cylinder aft centerline. We see that the translational temperature (blue) peaks behind the cylinder at
about x/D = 3.25, which is where the streamlines close behind the cylinder. As the flow expands
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behind the cylinder, the translational temperature decreases. The rotational and vibrational modes
remain frozen in the cylinder aft. It can be seen that the translational temperature given by the NASA
PESs (blue solid curve) is slightly cooler than the translational temperature given by the UMN PES
(blue dashed curve). Additionally, the rotational (black) and vibrational (blue) temperatures are in
equilibrium in the simulation using the NASA PESs (solid curves) behind the shock at Tr = Tv ∼
9250 K, whereas the rotational and vibrational modes are frozen in a nonequilibrium state for the
simulation using the UMN PES (dashed curves), with Tr ∼ 9500 K and Tv ∼ 8700 K. As such, the
NASA PESs simulation results in a slightly higher mass fraction of atomic nitrogen.

Figure 12(b) shows the vibrational energy distributions given by the simulation using the NASA
PESs (blue solid curves) and UMN PES (red dashed curves) at x/D = 3.5 (line) and 4.5 (line
with symbols). Additionally, we provide Boltzmann distribution at Tv = 9250 K (black solid line)
to compare the NASA PES simulation and at Tv = 8700 K (black dashed line) to compare the
UMN PES simulations. The distributions for both simulations do not change between x/D = 3.5
and 4.5 and are qualitatively similar. Also, these distributions exhibit minor deviation from the
corresponding Boltzmann distributions, akin to the non-Boltzmann behavior seen at y/D = 0.59 in
Fig. 11(b) and x/D = 2.0 in Fig. 10(b).

V. CONCLUSION

In this article we have presented a comparative atomic level study analyzing the vibrational exci-
tation and dissociation of molecular nitrogen due to N2(1�g

+) + N(4Su) and N2(1�g
+) + N2(1�g

+)
interactions governed by independently developed potential energy surfaces at the University of
Minnesota [9,10] and NASA Ames Research Center [11,12] at temperatures relevant at hypersonic
reentry conditions. Vibrational excitation was studied for N2 + N2 interactions from T = 10 000 to
30 000 K and for N2 + N from T = 5000 to 30 000 K. A maximum variation of 16% was found
for the predicted characteristic vibrational excitation time constant due to N2 + N2 interactions
and 28% for N2 + N interactions, with the difference decreasing with an increase in temperature.
Furthermore, nonequilibrium dissociation was studied from T = 10 000 to 30 000 K under the
quasi-steady-state conditions. It was observed that the two PESs give the same non-Boltzmann
distributions in the QSS regime. However, the QSS dissociation rate coefficients were found to
differ by 50% for both N2 + N2 and N2 + N interactions at 10 000 K. This difference decreases
with an increase in temperature.

In addition, an inviscid Mach 20 dissociating nitrogen flow over a cylinder was studied with the
DMS method using the two sets of independently developed PESs. This flow was characterized
by rotational and vibrational excitation, dissociation, and thermal nonequilibrium throughout the
flow field. The simulations using the NASA PESs and the UMN PES were shown to qualitatively
predict similar flow features. However, it was observed that the NASA PES allows for slightly
faster vibrational excitation and quicker vibrational-rotational equilibration in the flow field. The
simulation using the NASA PES also predicted a higher fraction of atomic nitrogen in the flow
field, with the maximum difference of atomic nitrogen mass fraction being about 28% in the cylinder
wake.

It was observed that the vibrational energy distributions have a non-Boltzmann nature during the
vibrational excitation in the stagnation region of the flow, with both simulations predicting similar
deviation from Boltzmann behavior. Similarly, non-Boltzmann distributions were observed in the
expanding flow along the flank and aft of the cylinder and both simulations provided a similar
description of the non-Boltzmann characteristics of the flow field.

In conclusion, independently developed PESs at the University of Minnesota [9,10] and NASA
Ames Research Center [11,12] for N2 + N2 and N2 + N interactions were used to simulate heat
baths and a canonical dissociating hypersonic flow. In these simulations, these interactions on these
PESs produced remarkably similar results for macroscopic and microscopic properties of the flow.
Such favorable comparison yields confidence in the use of ab initio PESs to obtain thermochemical
characteristics of reacting hypersonic flow.
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