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Direct numerical simulations (DNS) of forced (statistically stationary) isotropic tur-
bulence are used to assess the characteristics of the intense vorticity structures (IVS) or
“worms” at higher Reynolds numbers than previously available. The simulations cover a
range of Taylor-based Reynolds numbers in the range 90 � Reλ � 399, for a resolution of
kmaxη ≈ 2.0, where kmax is the maximum resolved wave number and η is the Kolmogorov
microscale. Most of the IVS characteristics are confirmed at the higher Reynolds numbers
analyzed in this work; e.g., the results confirm that the mean radius of the IVS 〈Rivs〉 is
approximately equal to 〈Rivs〉/η ≈ 4–5 and that the mean radius is equal to the radius
of the stationary Burgers vortex 〈Rivs/RB〉 ≈ 1.0, with RB = 2(ν/α)1/2, where ν is the
kinematic viscosity and α is the (locally) imposed rate of strain. Moreover, the tangential
velocity of the IVS scales with the root-mean-square velocity of the flow Uivs ∼ u′. These
IVS characteristics seem to be robust and relatively independent of the Reynolds number;
however, there are other quantities for which the classical results do not hold. A notable
example is the mean length of the IVS (Livs), which previous works, carried out at smaller
Reynolds numbers, claimed to scale with either the Taylor microscale λ or the integral
scale of turbulence L. It turns out that the correct scaling for this quantity can be observed
only at Reλ � 200, and the results consistently show that Livs scales with the Kolmogorov
microscale Livs ∼ η, with a mean value equal to 〈Livs〉 ≈ 60η. The present findings provide
further evidence that Reλ � 200 is required for the small scales to be fully developed.

DOI: 10.1103/PhysRevFluids.7.104605

I. INTRODUCTION

One of the most distinctive characteristics of turbulent flows is the presence of a large range
of eddy structures, defined loosely as regions of concentrated vorticity and low pressure, with a
life time which is usually big compared with the characteristic timescale of the flow [1,2]. These
coherent vorticity structures have been studied for many years since they are related to the viscous
dissipation mechanism and to the internal intermittency [3]. Their study is also motivated by their
role on transport, mixing, and diffusing at the small scales of motion within the flow [4,5].

To identify vortical structures, several methods can be employed as discussed in [4,6]. The use
of isosurfaces of vorticity has been widely used in homogeneous and isotropic turbulence and was
the method used by those who first brought these structures to the attention, e.g., [7–10]. Other
tracking methods have been used in channel flows and mixing layers, [11,12]. Along with the
vorticity magnitude, an analysis through velocity gradient invariants has been used to infer the flow
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TABLE I. Statistics of the intense vorticity structures (IVS) as obtained in several flows: Forced Isotropic
Turbulence (FHIT), Decaying Isotropic Turbulence (DHIT), Homogeneous Shear (HS), Mixing Layer (ML),
Circular Duct Flow (DF), Boundary Layer Flow (BL), Channel Flow (CF), Round Jet (RJ), Plane Jet (PL),
and Free Shear Flow (FSF). Taylor-based Reynolds number Reλ; mean radius of IVS 〈Rivs〉 normalized by the
Kolmogorov microscale η; mean value of the IVS radius normalized by the local Burgers radius 〈Rivs/RB〉;
mean value of the azimuthal velocity 〈Uivs〉 normalized by the root-mean-square velocity u′; mean value of
the azimuthal velocity 〈Uivs〉 normalized by the Kolmogorov velocity uη; mean value of the length of the IVS
〈Livs〉 normalized by the integral length scale L; mean value of the length of the IVS 〈Livs〉 normalized by
the Kolmogorov microscale η. The Reynolds numbers Reλ in [11] were estimated with the available data in
the paper. In [5,20] the reference values λ, u′, and η are taken from the conditional mean profiles for each
instantaneous field, which are roughly constant deep inside the turbulent region.

Flow Ref. Reλ 〈Rivs〉/η 〈Rivs/RB〉 〈Uivs〉/u′ 〈Uivs〉/uη 〈Livs〉/L 〈Livs〉/η
FHIT [13] 36–168 3.8–4.2 – – – 16.5–21.1 94.80–570.24
FHIT [14] 37–168 4.8–4.9 0.92–1.05 0.86–0.99 – – 58.6–310.9
FHIT [4] 46 3.2–3.8 – – – 14.7–32.4 –
FHIT [5] 111 4.6 0.99 0.68 9.0 28.8 –
DHIT [14] 62 4.8 0.82 1.21 – – 184.0
HS [4] – 4.9–5.2 – – – – –
ML [12] 80–100 4.5 – 0.50 – – –
DF [19] 719–1934 5.5–6.2 1 0.59–0.64 8.7–14.0 10.5–12.3 –
BL [19] 332–1304 5.2–6.2 1 0.68–0.82 7.6–12.8 13.6–13.7 –
CF [11] 200–380 4.0–5.0 – – 1.2–2.0 – –
RJ [18] 150 3.0–7.5 – – – – –
PJ [5] 120 4.6 0.97 0.76 7.15 28.3 –
FSF [20] 115 4.5 1.0 – – – –

topology [4,11,12], namely, to distinguish between swirling tubular vortices (tubelike structures)
and shear flat vortices (sheetlike structures), which appear simultaneously in high-vorticity regions
with strong background/mean shear [11,12].

Among these structures are the so-called intense vorticity structures (IVS). The IVS constitute
the smallest scale eddies that can be found in the flow, in terms of their vortex core sizes, with a
particularly intense local vorticity, while the associated kinetic energy content and contribution to
the total dissipation are both negligible [13,14]. At the same time the life times of these structures
is quite large (on the order of the integral timescale of the flow) [2].

Topologically they are characterized by swirling slender tubular vortices, which is the reason
why they are often referred to as “worms.” These structures are identified by means of a vorticity
magnitude threshold ωivs. Jiménez et al. [13] defined this as the vorticity magnitude above which
the flow points with the highest enstrophy represent 1% of the total [13,14]. The features of
these structures have been investigated by many researchers using DNS of isotropic turbulence,
e.g., [7–10,13–17]. Experimental studies addressing these structures in (approximately) isotropic
turbulence include, e.g., [2,6,18].

These IVS have also been studied in other types of flows such as mixing layers [12], channel
flows [11], and jets [5,18]. So far, similar statistics have been presented for these types of structures
independently of the nature of the flow considered. For instance, it has been observed that the radius
of the IVS is 〈Rivs〉 ≈ 4η–5η in isotropic turbulence [13,14], mixing layers [12], channel flow [11],
and jets [5,18], where η is the Kolmogorov microscale. These results have been achieved in spite of
the different tracking methods used [5], as can be seen when comparing, e.g., [11,13].

Table I lists the mean values of several of the IVS characteristics computed or estimated in
different flow types. The mean radius of the IVS has been observed to be close to the Kolmogorov
microscale 〈Rivs〉/η ≈ 4−5, while the mean tangential velocity is close to the root-mean-square
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TABLE II. Physical and computational parameters of the DNS: Number of colocation points (N3);
Taylor microscale-based Reynolds number (Reλ); kinematic viscosity (ν); root mean square of the velocity

fluctuations (u′ =
√

u(�x, t )2); Taylor microscale (λ); integral length scale (L); viscous dissipation rate (ε);
Kolmogorov microscale (η); maximum effective wave number normalized by the Kolmogorov microscale
(kmaxη); number of instantaneous fields used in the subsequent analysis (Nf ). The computation of these
quantities is described in Appendix A.

N3 Reλ ν u′ λ L ε η kmaxη Nf

2563 90 0.0145 2.97 0.44 0.90 9.98 0.0235 2.0 71
5123 148 0.0057 2.98 0.28 0.84 9.54 0.0118 2.0 8
7683 191 0.0034 3.01 0.22 0.86 9.88 0.0079 2.0 4
10243 242 0.0023 3.04 0.18 0.84 9.52 0.0060 2.0 1
15363 314 0.0014 3.06 0.14 0.86 9.84 0.0040 2.0 1
20483 292 0.0009 2.68 0.10 0.60 10.07 0.0029 2.0 1
20483 399 0.0010 3.35 0.12 0.96 11.91 0.0030 2.1 1

velocity 〈Uivs〉/u′ ≈ 1. The values for the mean length of the “worms” show more variability, but
it has been argued that it scales with the integral scale of turbulence [13,14]. Other authors have
suggested that it scales with the Taylor microscale instead, e.g., [6,21,22]. Furthermore, Jiménez
and Wray [14] found evidence for integral and for Taylor scaling depending on the definition used
for the IVS length. Notice that the values in Table I corresponding to the highest Reynolds numbers
have been estimated, and not directly computed. To the authors’ knowledge, the higher value of the
Reynolds number presently available for computed IVS characteristics is still Reλ = 168 used in
[13,14].

Because many of the classical results concerning these structures have been obtained with low to
moderate Reynolds numbers, and because it has recently become clear that for some problems the
asymptotic scaling laws can only be observed for Reynolds numbers based on the Taylor microscale
above at least Reλ � 200 (e.g., see [23–25]), the present work revisits these results by using state-
of-the-art direct numerical simulations (DNS) of isotropic turbulence carried out at moderate to high
Reynolds numbers.

This paper is organized as follows. Section II describes the DNS used in the present work.
Section III describes the method employed to compute the IVS characteristics, and Sec. IV analyzes
the results obtained. The work ends in Sec. V with an overview of the main results and conclusions.

II. DIRECT NUMERICAL SIMULATIONS OF FORCED HIT

A total of seven DNS of statistically stationary (forced) homogeneous isotropic turbulence
(FHIT) are used in the present work, where the forcing is the one described in Alvelius [26].
The code used for these simulations has been used extensively in other works (see, e.g., [24]
and references therein), and Table II lists all the physical and computational parameters of these
simulations. Details of this code including the computation of the quantities listed in Table II and of
the forcing scheme are given in Appendix A.

The number of collocation points in the simulations varies in the range 256 � N3 � 20483 and
the Reynolds number in the range 90 � Reλ � 399, while the resolution is always kept at kmaxη �
2.0. Statistical stationarity is obtained by applying a power input through the imposed forcing [26]
that balances the viscous dissipation rate (on average) P = ε, and all the present simulations use the
same power of the input forcing, P = 10 (see Appendix A for more details).

In all simulations the longitudinal integral scale L ≈ 0.85 is indirectly imposed through the
forcing, which is concentrated in the first two wave numbers centered at kp = 2, except for the
simulation with Reλ = 292, where the forcing is imposed in the first four wave numbers centered at
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FIG. 1. Isosurfaces of vorticity magnitude corresponding to the volume occupied by the 1% most intense
vorticity showing the computation domain for the DNS with (a) N3 = 7683 (Reλ = 191); (b) N3 = 10243

(Reλ = 242); (c) N3 = 15363 (Reλ = 314); and (d) N3 = 20483 (Reλ = 399). Notice that whereas in (a) and
(b) the entire computational box is shown, in (c) and (d) only 1024 grid points in the direction perpendicular to
the plane of the figure are used. The white squares at the bottom-left corners of each panel show a subregion
of the flow domain used later (Fig. 12).

kp = 4. This simulation was carried out specifically to assess the influence of the size of the integral
scale. Thus, in all cases the integral scale of turbulence is always more than seven times smaller
than the size of the computational box in order to prevent confinement effects (see Table II).

The subsequent analysis uses several instantaneous fields from each of the DNS of FHIT, and
in order to provide a similar level of convergence in the results from the different cases a larger
number of instantaneous fields Nf has been used for the simulations with a smaller number of
collocation points. Thus, all the statistics were computed using only these instantaneous fields; e.g.,
four instantaneous fields were used to compute all the statistics (in Table II) and IVS characteristics
of the simulation with N3 = 7683 colocation points (Reλ = 191).

Figure 1 shows isosurfaces of vorticity magnitude
√

ωiωi, where ωi = εi jk∂ui/∂x j is the vor-
ticity vector (εi jk is the permutation tensor), displaying the entire computational domain for the
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FIG. 2. (a) Sketch of the Burgers vortex model created by a field of uniform axial velocity uz = αz. The
radial profile of the axial vorticity is given by ωz(r) = ω0e−r2/R2

B , where ω0 is the maximum vorticity, and
the vortex core radius (defined as the Burgers radius) is obtained through ω(r = RB ) = ω0/e. (b) Sketch of a
detected IVS indicating the local tangential velocity Uivs, local core radius Rivs, and its length Livs, computed
along the axis center, defined by following the direction of the maximum local vorticity.

simulations with 7683 � N3 � 20483 collocation points and 191 � Reλ � 399. The vorticity mag-
nitude threshold used in the figures corresponds to particularly intense vorticity. Specifically, the
vorticity magnitude corresponds to 1% of the volume occupied by the most intense vorticity events.
These IVS or “worms” will be investigated in the present work, and it is clear that they exhibit
a tubular shape with a mild curvature which is characteristic of the regions of intense vorticity
observed in DNS of numerous flow configurations, e.g., [3,10,13,14] and many others.

III. DETERMINATION OF THE LOCAL CHARACTERISTICS
OF THE INTENSE VORTICITY STRUCTURES

A. The Burgers vortex model

It has been shown in several works, e.g., [11,13,14], that the IVS are well represented by a
classical Burgers vortex model for describing the radial vorticity profile and the radii of the IVS
(see the discussion in Sec. IV A). Figure 2(a) shows a sketch of the Burgers vortex model which
consists of a steady and axisymmetric vortex tube subjected to a stretching strain field oriented
along its vorticity vector. Note that the compressive radial strain is not included in this figure for
simplicity.

Using cylindrical coordinates and writing the imposed axial (z) component of the velocity field
as

uz(z) = αz, (1)

where α is the rate of strain, a solution of the Navier-Stokes equations is readily obtained in which
the radial (r) and tangential (θ ) velocity components are given by

ur (r) = − 1
2αr (2)

and

uθ (r) = 


2πr
(1 − e−r2/R2

B ), (3)
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respectively, where 
 is the circulation computed with the axial vorticity ωz(r),


 = 2π

∫ ∞

0
ωz(r)rdr, (4)

and RB is the Burgers radius,

RB = 2

(
ν

α

)1/2

. (5)

From these equations it follows that the radial profile of the axial vorticity for a steady Burgers
vortex is given by

ωz(r) = α


4πν
e−r2/R2

B , (6)

while the other vorticity components are zero, ωr = ωθ = 0.

B. The WORMTRACKER algorithm

As described in the introduction and following [13,14], the IVS are defined as flow points with
the highest vorticity magnitude covering 1% of the total flow domain. In order to implement this
definition an histogram of vorticity magnitude is computed for each instantaneous field of each
simulation (Nf ) in order to obtain the reference vorticity magnitude threshold ωivs which separates
the flow points into two regions: points pertaining to the IVS are defined by having a local vorticity
magnitude ω obeying the relation ω > ωivs. After this, flow points with ω > ωivs are assigned to
individual IVS.

The present work uses a numerical code originally developed by da Silva et al. [5], which has
many similarities with the algorithm described by Jiménez et al. [13,14], with some differences:
(1) for each axis point of each IVS the tangential velocity is directly computed by interpolating
the velocity field into a plane that is normal to the local axis [see Fig. 2(b)] and (2) the length of
each detected IVS is directly computed using the vorticity magnitude threshold used to define the
IVS, by adding the successive points along the axis. Moreover, several modifications were recently
implemented to the present code, in relation to the version used in da Silva et al. [5], in order to allow
the processing of very large data banks used in here. More details are described in Appendix B.

The present WORMTRACKER algorithm starts by identifying the points on the axis of each
structure corresponding the maximum value of local vorticity magnitude. Once a point along the
axis of a worm has been detected the local vortex radius for each IVS is computed by assuming that
the local radial vorticity profile is Gaussian, i.e.,

ωz(r) = ω0e−r2/R2
ivs , (7)

where ω0 is the axial vorticity located at the axis, r is the radial coordinate normal to the axis, and
Rivs is the local radius of the identified worm. Note that this approximation, i.e., a Gaussian radial
vorticity profile, is totally consistent with the Burgers vortex model described in Eq. (6). Based on
this equation the WORMTRACKER algorithm computes the local vortex radius as the radial distance
(measured from the IVS axis) where the azimuthal average of the local axial vorticity is equal to

ωz(r = Rivs) = ω0/e. (8)

Then the (local) characteristic circulation of each worm at any axial position is


 = 2π〈Uivs〉θRivs, (9)

where 〈 〉θ represents an azimuthal average, while the worm circulation-based Reynolds number is
defined by

Re
 = 
ivs

ν
, (10)
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FIG. 3. (a) Mean (radial) profiles of axial vorticity ωz(r) obtained through an azimuthal and axial average,
carried out for each detected “worm” for all the DNS used in the present work, compared to a Gaussian profile
defined in Eq. (7). The radial profiles are normalized with the radius of the intense vorticity structures Rivs and
centerline axial vorticity ω0. (b) Mean error �ωz, between the Gaussian profile described in Eq. (7) and the
mean (radial) profiles of axial vorticity ωz(r).

where 
ivs is the circulation of a given individual “worm.” In Eq. (9) Uivs is the (local) tangential
velocity which is computed directly from the local velocity field projected into a plane perpendicular
to the local vorticity on the axis [see Fig. 2(b)]. Specifically, for each detected axis point, the three-
dimensional velocity field �u(�x, t ) is first projected into the plane defined by the local vorticity at
this axis [see Fig. 2(b)]. After this, the (2D) velocity vector field in this plane is decomposed into
cylindrical coordinates at r = Rivs (using as origin/center the local axis of the IVS), with different
tangential velocities for several azimuthal angles θi around the axis of the IVS, i.e., uθ (r = Rivs, θi ).
Finally, the local tangential velocity is the azimuthal average over all those angles, Uivs = ∑

uθ (r =
Rivs, θi )/Nθ (see Appendix B for more details). The advection velocity of each of the IVS is not
subtracted from the instantaneous velocity. This is different from the approach used in, e.g., [13,14]
where the computation of Uivs is based on the Gaussian (approximation) vorticity profile described
in Eq. (7), leading to Uivs = 0.319ω0Rivs which is not used here. Finally, the length of each worm
Livs is computed by measuring the length of each detected filament along its axis, defined by the
selected vorticity magnitude threshold, ωivs. Specifically, for each “worm” or IVS axis, the total
length Livs is computed by adding together the individual segments of the structure, Livs = ∑

dLivs,
where dLivs is the distance between two nearby axis points, and the sum is done from the start to the
end of the “worm” structure, whose limits are again defined with the selected vorticity magnitude
threshold, ωivs.

Once an axis point has been detected the direction of the local vorticity vector at this point
determines the next (neighboring) axis point. Specifically, since all the axis points of the IVS
are located at coordinates of the computational grid, the direction of the local vorticity vector at
a particular axis point suggests four possible “candidate points” from the adjacent plane of the
computational grid. The selected “candidate” for new axis point is the one with the highest vorticity
magnitude, provided this point has not yet been selected as belonging to (another) previously
identified “worm.”

As in [13] the assumption of a Gaussian radial vorticity profile, which is used here to compute the
local worm radius Rivs through Eq. (8), was tested using results from the present DNS. Figure 3(a)
compares the Gaussian mean radial profiles of axial vorticity ωz(r) given by Eq. (7) with the profiles
obtained by making an azimuthal average of the axial vorticity followed by an axial average over all
the axial points of each of the detected worms, for all the present DNS. Figure 3(b) shows the mean
error between these two curves. As can be seen the error is quite small, with less than 4% maximum
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TABLE III. Mean values of the characteristics of intense vorticity structures (IVS) for the several
simulations used in the present work (described in Table II): number of colocation points (N3); Taylor
microscale-based Reynolds number (Reλ); mean radius normalized by the Kolmogorov microscale (〈Rivs〉/η);
mean radius normalized by the local Burgers radius (〈Rivs/RB〉); mean radius normalized by the Taylor mi-
croscale (〈Rivs〉/λ); mean value of the tangential velocity normalized by the Kolmogorov velocity (〈Uivs〉/uη);
mean value of the tangential velocity normalized by the root-mean-square velocity (〈Uivs〉/u′); mean length nor-
malized by the longitudinal integral scale (〈Livs〉/L); mean length normalized by the Kolmogorov microscale
(〈Livs〉/η); mean length normalized by the Taylor microscale (〈Livs〉/λ); mean value of the axial vorticity
normalized by the root-mean-square vorticity and Taylor-based Reynolds number (〈ωivs〉Re−1/2

λ /ω′); mean
value of the circulation Reynolds number normalized by the Taylor-based Reynolds number (〈Re
〉Re−1/2

λ ).

N3 Reλ
〈Rivs〉

η
〈 Rivs

RB
〉 〈Rivs〉

λ

〈Uivs〉
uη

〈Uivs〉
u′

〈Livs〉
L

〈Livs〉
η

〈Livs〉
λ

〈ωivs〉
ω′Re1/2

λ

〈Re
 〉
Re1/2

λ

2563 90 4.28 0.96 0.23 6.01 1.25 1.27 48.70 2.61 0.41 14.36
5123 148 4.23 0.98 0.18 7.11 1.15 0.75 53.18 2.22 0.35 13.01
7683 191 4.10 0.97 0.15 7.83 1.11 0.51 54.98 2.02 0.32 12.19
10243 242 4.06 0.98 0.13 8.31 1.05 0.40 55.86 1.82 0.29 11.32
15363 314 3.98 0.98 0.11 9.33 1.04 0.26 56.56 1.62 0.27 10.92
20483 292 3.98 0.98 0.12 9.37 1.08 0.28 57.81 1.72 0.28 11.34
20483 399 3.90 0.97 0.10 10.23 1.01 0.18 55.90 1.42 0.24 10.35

error [Fig. 3(a) is remarkably similar to Fig. 1(b) in [14]]. To summarize, as in [13] the Gaussian
approximation agrees very well with the present data, which validates its use in the present work.

IV. THE CHARACTERISTICS OF THE INTENSE VORTICITY
STRUCTURES AT HIGH REYNOLDS NUMBERS

In this section we analyze the characteristics of the intense vorticity structures computed with the
algorithm described in Sec. III, using the DNS described in Sec. II. The mean values of the several
quantities obtained for the IVS are listed in Table III.

A. The radius of the intense vorticity structures

We start by analyzing the mean radius of the “worms” as shown in Figs. 4(a) and 4(b). For each
simulation the local radius of each IVS, Rivs, is computed at each point of the local axis by using
Eq. (8). In agreement with many previous works (compare also the values in Tables I and III) the
mean radius of the IVS is of 〈Rivs〉/η ≈ 4, independent of the Reynolds number [see Fig. 4(a)]. This
well-known result is confirmed here for the highest Reynolds numbers available in the present work,
which are much bigger than previously available (existing DNS with even higher Reynolds numbers
are described in, e.g., [27–29]; however, the IVS properties were not analyzed in those simulations).
As described in [1,13] this fact merely results from the fact that the stretching rate acting upon the
IVS is α ∼ ω′, which from Eq. (5) leads to RB ∼ η, since the IVS are well described by a stable
Burgers vortex (a Taylor scaling would imply that the stretching acting on the IVS is caused by the
large-scale strain α ∼ u′/L). An anonymous referee remarked, however, that the length of the IVS
is not consistent with a Burgers vortex model since the intense strain is not coherent over very long
distances. Indeed, the IVS emerge from a nonlinear process that cannot be described by the simple
(linear) Burgers vortex model.

As described in the previous section the algorithm used here to track the IVS relies on the Burgers
vortex model, and it is important to again check whether this model does indeed represent a typical
IVS, for all of the range of Reynolds numbers available. Already while discussing Fig. 3 it was
noted that the azimuthally averaged radial vorticity profiles of the IVS are approximately Gaussian,
which is consistent with the Burgers model as described in Eq. (6). However, it is important to check
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FIG. 4. Mean radius of the intense vorticity structures normalized by the (a) Kolmogorov microscale
〈Rivs〉/η and (b) local Burgers radius 〈Rivs/RB〉 as function of the Reynolds number Reλ, for all the simulations
carried out in the present work (blue circles), compared to results obtained in the literature: Jiménez et al. [13]
(×), Jiménez and Wray [14] (+), Jiménez and Wray [14] (·) (DHIT), Kida and Miura [4] (�), Silva et al.
[5] (
), Tanahashi et al. [12] (�), and Silva et al. [5] (�) (PJ). The black diamond represents the simulation
with a smaller integral scale (Reλ = 292), and the vertical orange line represents the highest Reynolds number
previously available in the literature [14].

whether the local IVS radius is consistent (as predicted in the Burgers vortex model) with the local
stretching rate measured at each IVS.

In order to assess this, the local strain rate α acting at each of the IVS was evaluated by computing
the local stretching rate at each axial point for each IVS, i.e., α = ωiω jSi j/ω

2. The local Burgers
radius was then computed at each axis point (for each IVS) using Eq. (5), and it was then compared
with the measured local radius, computed as described in Sec. III A.

The results from Fig. 4(b) show the mean radius normalized by the local Burgers radius, with
〈Rivs/RB〉 ≈ 1.0 for all the simulations used in the present work. Clearly, the mean radius of the
IVS scales with the Burgers radius for relatively small Reynolds numbers as well as for the higher
Reynolds number cases, which are much higher than previously available. This again confirms that
also at the much higher Reynolds numbers available in the present work the IVS are well modeled
by equilibrium Burgers vortices [13,14].

The probability density functions (PDFs) for Rivs/η and Rivs/RB are shown in Fig. 5 and
essentially confirm in more detail the main conclusions already discussed in relation to Figs. 4(a)
and 4(b). These PDFs are very similar to the ones shown in, e.g., [13,14] in isotropic turbulence
and in [11,12] in other (inhomogeneous) flow types. They show that the most probable local radius
of the “worms” is Rivs/η ≈ 4 and Rivs/RB ≈ 1, again confirming the fact that the typical IVS are
well represented by a steady Burgers vortex model. It is also interesting to observe that, contrary
to Figs. 4(a) and 4(b), the Reynolds number does have a mild influence in the shape of the curves.
Specifically, as the Reynolds number increases, the probability of finding IVS with smaller local
radius increases [see the left tail of the PDF for Rivs/η ≈ 1; Fig. 5(a)]. Specifically, Fig. 5(a) shows
that the smallest Rivs do not collapse in Kolmogorov scaling (see also [14]). These “thin” IVS
are associated with extreme velocity gradients, which reveal anomalous scaling behavior. Indeed,
different scaling laws have been proposed to capture their decreasing size with increasing Reynolds
number [14,28,30].

Interestingly the Reynolds number has virtually no effect on the PDF of Rivs/RB for small local
radius Rivs/RB < 1; however, the same is not true for high local radius Rivs/RB > 1 where, as the
Reynolds number increases, the probability of finding IVS with higher local radius (normalized
by the local Burgers radius) increases [see Fig. 5(b)]. Also, it is clear that the shape of the PDFs
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FIG. 5. Probability density functions (PDFs) of the local radius Rivs of the intense vorticity structures for
all the simulations carried out in the present work normalized by (a) the Kolmogorov microscale η and (b) the
local Burgers radius RB.

of Rivs/RB converges only to the final PDF [that for higher Reynolds number, Reλ = 242 (N3 =
10243)] for Reλ � 200.

An even stronger demonstration of the robustness of the Burgers vortex model to describe the
characteristics of the IVS can be gained by looking at Fig. 6 showing joint probability density
functions (JPDFs) of the local radius Rivs and stretching rate α for all the simulations carried out
in the present work. A similar plot has been presented in [14]. It is clear that higher values of the
stretching rate are associated with smaller values of the local radius, and conversely, smaller values

FIG. 6. Joint probability density functions (JPDFs) of local radius normalized by the Kolmogorov mi-
croscale Rivs/η and stretching rate normalized by the root-mean-square vorticity α/ω′ for all the simulations
carried out in the present work (only stretching events α > 0 are represented). The dashed line in Fig. 6
corresponds to the Burgers radius, RB/η = 2(α/ω′)−1/2 from Eq. (5). Each simulation (or Reynolds number
case) is assessed with two contour values equal to 0.1 and 0.01, respectively.

104605-10



CHARACTERISTICS OF THE INTENSE VORTICITY …

FIG. 7. Mean tangential velocity of the intense vorticity structures normalized by the (a) Kolmogorov
velocity 〈Uivs〉/uη and (b) root-mean-square velocity 〈Uivs〉/u′ as function of the Reynolds number Reλ, for
all the simulations carried out in the present work (blue circles), compared to results obtained in the literature:
Jiménez et al. [13] (×), Jiménez and Wray [14] (+), Jiménez and Wray [14] (·) (DHIT), Silva et al. [5]
(
), Tanahashi et al. [12] (�), and Silva et al. [5] (�) (PJ). The black diamond represents the simulation
with a smaller integral scale (Reλ = 292), and the vertical orange lines represent the highest Reynolds number
previously available in the literature [14].

of the stretching rate lead to fatter local IVS, as expected in a Burgers vortex. The dashed line in
Fig. 6 corresponds to the Burgers radius; i.e., the relation described in Eq. (5) and the JPDFs are
clearly aligned with this dashed line, again confirming the Burgers vortex model assumption for
all the present simulations, independently of the Reynolds number. Interestingly, this figure shows
also that as the Reynolds number increases the local stretching rates existing within the flow also
increase, and this is concomitant with a smaller associated local radius (see Fig. 6 near α/ω′ � 1 and
2 � Rivs/η � 3). Also, for a given small value of the stretching rate the increase of the Reynolds
number decreases the local vortex radius, as expected directly from the definition of the Burgers
vortex radius (see Fig. 6 near α/ω′ ≈ 0.2 and 9 � Rivs/η � 10).

To conclude, the analysis of the radius of the IVS shows that these structures display a character-
istic radius of 〈Rivs〉/η ≈ 4 and 〈Rivs/RB〉 ≈ 1, independently of the Reynolds number for the range
of Reynolds numbers considered in the present work. The effects of the (increase) of the Reynolds
number can only be felt at the extreme, low-probability, events of these variables, but even in these
cases the robustness of the Burgers vortex model is clearly apparent.

B. The tangential velocity of the intense vorticity structures

The tangential velocity of the IVS, Uivs, as defined in Sec. III B, is analyzed next. As described
in Sec. III B the (local) tangential velocity for each IVS is directly computed by projecting the local
velocity field into a plane perpendicular to the vorticity vector identifying this particular structure. It
has been advanced that this velocity scales with the root-mean- square velocity, 〈Uivs〉 ∼ u′ [12,13],
and the goal of the present section is to assess whether this is the case here, for all the Reynolds
numbers considered in the present work, which are much higher than previously available in these
studies.

Figure 7 shows the mean values of the tangential velocity of the IVS [Fig. 7(a)] normalized by
the Kolmogorov velocity 〈Uivs〉/uη and [Fig. 7(b)] by the root-mean-square velocity 〈Uivs〉/u′. The
plots confirm that indeed the mean tangential velocity of the IVS scales with the root-mean-square
velocity, as described in [13,14] and as confirmed in numerous other works, e.g., [12]. In particular
we obtain 〈Uivs〉/u′ ≈ 1.0 in agreement with many previous results (see Table I). The scaling law
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FIG. 8. PDFs of the local tangential velocity of the intense vorticity structures normalized by the (a) local
Kolmogorov velocity Uivs/uη and (b) by the root-mean-square velocity Uivs/u′ for all the simulations carried
out in the present work.

〈Uivs〉 ∼ u′ is particularly clear in Fig. 7(a) where it is shown that 〈Uivs〉/uη ∼ Re1/2
λ , consistently

with this scaling. The results show also that this result is robust and independent of the Reynolds
number, again provided that the Reynolds number is sufficiently high, Reλ � 200.

In order to assess this scaling in more detail, Figs. 8(a) and 8(b) show the PDFs of Uivs/uη and
Uivs/u′, respectively. Clearly, the tangential velocity of the IVS does not scale with the Kolmogorov
velocity uη as the lack of collapse of the several PDFs of Uivs/uη clearly implies [see Fig. 8(a)]. A
similar result is observed for the PDFs of Uivs/uλ, where uλ = (ελ)1/3 is a velocity scale defined
with the Taylor scale (not shown). Visual inspection of Figs. 8(a) and 8(b) suggests that it is
reasonable to think that u′ is a strong candidate for the scalability of the high-magnitude tail of
Uivs (i.e., Uivs/u′ � 2), and it is clear that this Uivs tail does not scale with uη. Note that the scatter
in the high-magnitude tails does not reveal a clear Reynolds number trend and may, therefore, be
ascribed to limited convergence. On the other hand, the low-magnitude tail of the Uivs PDF seems to
collapse with uη better than with u′ (at least for Reλ � 200). This suggests that the Uivs distribution
is influenced by both velocity scales, where u′ is associated with the most intense vortices and uη

with weaker ones (see also [14]). However, as mentioned above, the mean 〈Uivs〉 scales with u′ and
seems unaffected by uη beyond Reλ � 200 (see Fig. 7).

In order to clarify this point we turn to Fig. 9(a), which shows the JPDFs of the local radius
Rivs and the local tangential velocity Uivs. It is interesting to see here, more clearly than in [14]
due to the higher level of convergence of these plots, the effects of extreme events in the relation
between the vortex radius and tangential velocity. Specifically, it is clear that the smaller existing
IVS (i.e., smaller radius Rivs) are associated with rare and extreme local tangential velocity events
[see Fig. 9(a) near 2 � Rivs/η � 3 and 1.5 � Uivs/u′ � 2.5]. Conversely, larger local vortex radius
are typically associated with smaller tangential velocities [see Fig. 9(a) near 6 � Rivs/η � 8 and
Uivs/u′ ≈ 1.0]. Moreover, the higher the Reynolds number the stronger this tendency, i.e., the higher
the Reynolds number the smaller the IVS and the higher their tangential velocity. The isolines of
the JPDFs in Fig. 9(a) are tending into a single line for this range of values, i.e., very small radius
and very high tangential velocities, which suggests that the extremely strong IVS scale with u′.
However, this u′ scaling is not observed for the region representing large vortex radius and small
tangential velocities. This fact, i.e., the lack of convergence of the isolines of the joint PDFs for the
weak IVS [large radius and small tangential velocities; see the region around near 6 � Rivs/η � 8
and Uivs/u′ ≈ 1.0 in Fig. 9(a)], further attests that different scaling laws govern the extreme (very
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FIG. 9. JPDFs of the IVS local radius normalized by the Kolmogorov microscale Rivs/η and the local
tangential velocity Uivs for all the simulations carried out in this work: (a) with the local tangential velocity
normalized by the root-mean-square velocity, Uivs/u′ and (b) with the local tangential velocity normalized by
the Kolmogorov velocity Uivs/uη. Each simulation (or Reynolds number case) is assessed with two contour
values. These are equal to 0.1 and 0.01 for figure (a), and 0.01 and 0.001 for figure (b).

weak/very strong) vortex radius/tangential velocity events. Finally, we note that in agreement with
[14] the tangential velocity is bounded by uθ ≈ 2.5u′, independently of the Reynolds number.

Figure 9(b) shows the same JPDF of Fig. 9(a) but with the tangential velocity normalized by the
Kolmogorov velocity instead. It is clear that a better collapse of the several lines near 6 � Rivs/η � 8
and Uivs/uη ≈ 10 is visible in this figure than in the previous one, which confirms that the local
tangential velocity of the larger, less intense, IVS scales better with the Kolmogorov velocity than
the root-mean square velocity.

To summarize, the present results confirm that, on average, the tangential velocity of the IVS
scales with the root-mean-square velocity 〈Uivs〉 ∼ u′ for the range of Reynolds numbers inves-
tigated. However, the effects of the extreme events on this scaling become also apparent as the
Reynolds number increases, which is due to the fact that higher Reynolds numbers lead to more
frequent extreme events and the different role of the small and large velocity scales in the dynamics
of the IVS. Whereas Uivs of the extremely strong IVS associated with small Rivs scale with u′, the
weak IVS scale better with uη.

C. The length of the intense vorticity structures

In this section we analyze the length scale of the IVS, Livs, for all the range of Reynolds numbers
available in the present work. Note that this characteristic is the one where less results are available
in the literature (see Table I) and where less agreement between different authors seems to exist; e.g.,
some authors claim that the size of the IVS scales with the integral scale of turbulence 〈Livs〉 ∼ L
[13,14], while others suggest it scales with the Taylor microscale, 〈Livs〉 ∼ λ [21]. As we will see
these two scaling laws are not observed for Reynolds numbers higher than Reλ � 200 and are simply
inconsistent with numerous visualizations of IVS recorded in the last two decades.

Figures 10(a) and 10(b) show the mean values of Livs normalized by the integral scale L and the
Kolmogorov microscale η, respectively. Both figures suggest that, instead of 〈Livs〉 ∼ L or 〈Livs〉 ∼
λ, the length of the IVS scales with the Kolmogorov microscale, provided the Reynolds number is
sufficiently high. Indeed Fig. 10(a) shows that 〈Livs〉 = 60η (for Reλ � 200), and this scaling law is
also supported by Fig. 10(b) where it is clear that 〈Livs〉/L ∼ Re−3/2

λ , again provided that Reλ � 200.
However, the results from Fig. 10(b) suggest also that for smaller values of the Reynolds number
(Reλ � 180) the mean length of the IVS scales with the Taylor microscale 〈Livs〉 ∼ λ.
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FIG. 10. Mean length of the intense vorticity structures normalized by the (a) Kolmogorov microscale η

and (b) integral scale L, as function of the Reynolds number Reλ, for all the simulations carried out in the
present work (blue circles), compared with results obtained in the literature: Jiménez et al. [13] (×), Jiménez
and Wray [14] (+), and Jiménez and Wray [14] (·) (DHIT), The black diamond represents the simulation
with a smaller integral scale (Reλ = 292), and the vertical orange lines represent the highest Reynolds number
previously available in the literature [14]. The black dashed line corresponds to (a) a constant value and (b) a
power law with ∼Re−3/2

λ , while the green dashed line in (b) corresponds to ∼Re−1
λ .

In order to investigate this result further, Figs. 11(a) and 11(b) show that PDFs of the length
of the IVS normalized by the integral scale of turbulence Livs/L and the Kolmogorov microscale
Livs/η, respectively. The PDFs are approximately exponential, which agrees with the observations
described in [14]; however, the present figures strongly support a Kolmogorov scaling for the length
of the IVS. Indeed, Fig. 11(a) shows that the peak of the PDFs of Livs/L shifts to the left for
increasing values of the Reynolds number, which is inconsistent with the scaling Livs ∼ L assumed
in many previous works. In contrast Fig. 11(b) shows that the PDFs of Livs/η nicely collapse into
the same curve for all but the smallest Reynolds numbers considered in the present work (Reλ = 90
and 148). Thus, it is clear that the length of the IVS scales with the Kolmogorov microscale, and
not with either the integral scale of turbulence or the Taylor microscale (at high Reynolds numbers).

FIG. 11. PDFs of the local length of the intense vorticity structures normalized by the (a) integral scale L
and (b) by the Kolmogorov microscale η for all the simulations carried out in the present work.
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FIG. 12. Isosurfaces of vorticity magnitude corresponding to the volume occupied by the 1% most intense
vorticity showing only a fraction of the computational domain for the DNS with (a) N3 = 7683 (Reλ = 191);
(b) N3 = 10243 (Reλ = 242); (c) N3 = 15363 (Reλ = 314); and (d) N3 = 20483 (Reλ = 399). The panels show
only the subregions indicated by white squares in Fig. 1, where the labels indicate the coordinates in units of
�x/η, �y/η and �z/η; i.e., for each simulation the maximum extent of the subdomain shown is approximately
(512η × 512η × 512η).

The mean length normalized by the Taylor microscale follows the scaling relation Livs/λ ∼ Re−1/2
λ ,

which also supports a Kolmogorov scaling (not shown), while the PDFs of Livs/λ are qualitatively
similar to the ones of Livs/L and do not support integral or Taylor scaling of Livs (not shown).

The correct scaling of Livs ∼ η may have been “right before our eyes” for several years as the
isosurfaces in Figs. 12(a) to 12(d) attest. These figures show the small (bottom-left) subdomains
displayed before in Fig. 1 (with the same isosurfaces of vorticity magnitude) and concern only
the higher Reynolds numbers analyzed here with Reλ = 191–399. Notice that the subdomains
have been chosen so that the same size (in Kolmogorov units) is shown in the four cases, with
dimensions of approximately (512η × 512η × 512η). It is clearly not possible to identify which
figures correspond to which (higher or lower) Reynolds number cases by simple visual inspection.
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Indeed, all the figures seem to represent the same flow. This simply reflects the fact that the
same aspect ratio Livs/Rivs is observed for all IVS, independently of the Reynolds number, which
is possible to observe only if these two IVS characteristics equally scale with the Kolmogorov
microscale as has been shown here, so that 〈Livs〉/〈Rivs〉 ≈ 60η/4η ≈ 15. A visual measurement
of the identified IVS in Figs. 12(a) to 12(d) was carried out and confirms this constant value
of approximately 15.

The present scaling results for the length of the IVS, Livs ∼ η, are consistent with the average
flow structure in the strain eigenframe, which reveals 90η long vortices over a wide range of
Reynolds numbers [23] and consists of yet other evidence that this average in the strain eigenframe
is representative of the instantaneous flow structures. The reported length in [23], i.e., 90η, is
longer than the present average length of 60η, which can be explained by the lower vorticity
threshold used to determine this length in that previous work; however, the scaling with η is
consistent in the present work and [23] since the magnitude of the prefactor (90 vs 60) is of the
same order of magnitude. It is noteworthy that Elsinga et al. [23] also showed that the vortex
stretching motions are fully developed and Reynolds number independent when Reλ exceeds
approximately 250. At lower Reynolds numbers, the stretching motions, which scale with λ,
are smaller than the characteristic length of the small-scale structures, which scale with η. This
restricts the length of the IVS for Reλ � 250. Indeed, the mean length of the IVS 〈Livs〉 follows
a Taylor scaling at low Reynolds (limited by the stretching motions) and Kolmogorov scaling at
high Reynolds, when the size of the stretching motions is no longer limiting. Jiménez and Wray
[14] also found a Taylor scaling at low Reynolds numbers when Livs is based on the vorticity
autocorrelation length along the vortex axis. However, the Reλ > 250 regime could not be reached
in their simulations, which go only until Reλ = 168, and therefore the ultimate Kolmogorov scaling
has remained unnoticed until now. Recent scaling laws needing a threshold Reynolds number
of about Reλ > 200–250 to be observed include the determination of the correct scaling of the
turbulent/nonturbulent interface layer [24] and the velocity-gradient structure in turbulent flows
[25].

Note that Jiménez and Wray [14] used a second definition for Livs, which resulted in L scaling
(actually their figure for 〈Livs〉/L shows a slight decrease as the Reynolds number increases). In
their case the worm tracking was terminated when the vorticity dropped below ω′. This vorticity
threshold is much lower than the presently used value and represents the background vorticity
level. Therefore, it is expected to yield longer vortices but not necessarily a Livs ∼ L scaling.
However, a Livs ∼ L scaling would be consistent with IVS clustering within shear layers, which
bound large-scale quasiuniform flow regions as observed in [31,32]. These large-scale shear layers
contain approximately uniform background vorticity (of order ω′), and therefore, continuous vortex
lines may be traced within them over distances of order L. Higher thresholds, such as used here and
implied when using the vorticity autocorrelation, cause the IVS to separate from the background
leading to a different scaling of their length.

We finish this section by recalling the observations made in the first chapter of [22] that the
dependence of the length scale of the “worms” “on Reλ is similar to that of η, rather than that
of λ; nevertheless their values are closer to λ than to η.” This shows that their observations agree
with the present results, but the suggestion that Livs ∼ λ in our opinion misses out the important
fact that the value of a variable has no direct link with the true scaling law. Indeed, the values of
Livs are of the order of L or λ (depending on the Reynolds number), but this has no information
on the true scaling law. Another example already mentioned above consists on the mean thickness
of the turbulent/nonturbulent interface layer δω, which is typically one order of magnitude bigger
than the Kolmogorov microscale 〈δω〉/η ≈ 10–16 and yet it clearly scales with the Kolmogorov
microscale for sufficiently high Reynolds numbers [24].

Finally, the interesting problem of determining how the IVS are formed deserves a few com-
ments. It is plausible that the IVS originate from vortex sheet structures existing within the flow
field which roll up into “worms” due to the Kelvin-Helmholtz instability [1], but apart from a few
studies, e.g., [33], not much has been done to investigate this process, and even less to see how it
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might be affected at high Reynolds numbers. We have carried out a few animations of the evolution
of the IVS, which seem to confirm that, as suggested in [13], these structures are not formed in a
single stage, but instead seem to grow or coalesce during their lifetimes. However, a proper analysis
of the emergence, evolution, and decay of the “worms” in our opinion can be achieved only by a
detailed analysis of the detected IVS as a function of time and cannot be investigated using only one
instantaneous velocity field. This issue should be addressed in future works.

V. CONCLUSIONS

One of the most notable features of turbulent flows is the presence of a range of eddy structures,
typically defined as regions of concentrated vorticity and low pressure, that have a life time which
is comparable to the characteristic time of the large scales of the flow [2]. Among these are the
so-called intense vorticity structures (IVS), which constitute regions of particularly intense vorticity,
having, however, a negligible kinetic energy content and giving a negligible contribution to the total
viscous dissipation.

Jiménez et al. [13,14] defined these structures as flow structures with the highest local values of
enstrophy contained in 1% of the volume of the flow. Although the majority of the works devoted
to these structures focused in homogeneous isotropic turbulence (HIT) similar IVS are found in
several inhomogeneous flows such as in turbulent channel flows and turbulent mixing layers [12].

In the present work we analyze the characteristics of these structures as function of the Reynolds
number, by exploring much higher Reynolds numbers than previously available, i.e., available in the
classical works devoted to the investigation of these structures. Specifically, we use direct numerical
simulations (DNS) of HIT, carried out with classical pseudospectral methods and with Taylor-based
Reynolds numbers in the range 90 � Reλ � 399, for a resolution of kmaxη = 2, where kmax is the
maximum resolved wave number and η is the Kolmogorov’s microscale.

The results show that many of the results obtained in the classical works are relatively indepen-
dent of the Reynolds number, e.g., the mean radius of the IVS is approximately 〈Rivs〉/η ≈ 4–5, and
the mean radius is equal to radius of the stationary Burgers vortex 〈Rivs/RB〉 ≈ 1.0 [14]. However,
the same is not true for the length of the IVS (Livs), which is here defined by computing the length
of a path aligned with the local vorticity vector, where the enstrophy is above the threshold defining
the IVS. Previous works have claimed that the mean length of the IVS scales with the integral scale
of the flow 〈Livs〉 ∼ L, while other works suggest it scales with the Taylor microscale 〈Livs〉 ∼ λ. It
turns out that although 〈Livs〉 is often of the order of L it scales with the Kolmogorov microscale
for Reynolds numbers above Reλ � 200. Indeed, the results clearly show that for sufficiently high
Reynolds numbers 〈Livs〉 ≈ 60η and that 〈Livs〉/L ∼ Re−3/2

λ , which is consistent with a Kolmogorov
scaling of Livs. Nevertheless, for small Reynolds numbers (Reλ � 200) the results also indicate a
scaling with the Taylor scale 〈Livs〉 ∼ λ as claimed by some authors.

An even more compelling demonstration of the Kolmogorov scaling of Livs at high Reynolds
numbers is given by the PDFs of the Livs. The PDFs of Livs computed at different Reynolds numbers
collapse nicely into the same curve when normalized by the Kolmogorov microscale, provided the
Reynolds number is sufficiently high (Reλ � 200). This collapse is not observed when the PDFs of
Livs are normalized by the integral scale of turbulence or by the Taylor microscale.

Katsunori et al. [34] have shown that the statistics of the large scales in HIT are not sensitive
to the small-scale dynamics and vortex structures, but this last result may have implications for the
study of small-scale intermittency in turbulence, since intermittency results from the most extreme
events existing within the flow from which the IVS are an example.
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APPENDIX A: NUMERICAL METHODS

The simulations used in the present work are carried out with a highly accurate in-house Navier-
Stokes solver using classical pseudospectral methods for spatial discretization, while a three-stage,
third-order Runge-Kutta scheme is used for temporal advancement. The simulations are carried out
in a three-dimensional periodic box of sizes 2π × 2π × 2π using N3 collocation points and are
fully dealiased with the 2/3 rule. The code is parallelized with MPI using the 2DECOMP library
[37] and has been used in several previous works. More details are given in [24] and references
therein.

Following the classical procedure using pseudospectral methods the Navier-Stokes equations are
transformed into the Fourier space through the application of the three-dimensional (direct) Fourier
transform (F {}),

ûi(�k, t ) = F {ui(�x, t )} = 1

N3

∑
�x

ui(�x, t ) exp(−i�k · �x), (A1)

while the inverse transform (F−1{}), defined by

ui(�x, t ) = F−1{ûi(�k, t )} =
∑

�k
ûi(�k, t ) exp(+i�k �·x) (A2)

is used to recover the fields in physical space (i is the imaginary unit). In these equations ui(�x, t ) (i =
1, 2, 3) is the physical space velocity field at time t and at the discrete coordinates �x in the physical
space, while ûi(�k, t ) are the Fourier coefficients at the discrete wave vectors �k, with components k =
−N/2, . . . ,−1, 0,+1, . . . , N/2 − 1. The grid spacing in the physical space is then �x = Lbox/N =
2π/N , whereas in the Fourier space we have �k = 2π/Lbox = 1.

The temporal evolution of the Fourier coefficients of the velocity field is given by the transformed
momentum equations,

∂ ûi(�k, t )

∂t
+ νk2ûi(�k, t ) = −

(
δi j − kik j

k2

)
N̂j (�k, t ) + f̂ (�k, t ), (A3)

where N̂i(�k, t ) = ik j ûiu j (�k, t ) is the nonlinear term from the Navier-Stokes equations, k2 = kiki is
the square of the magnitude of wave number vector �k, and f̂ (�k, t ) is the artificial forcing needed to
sustain the turbulence.

The present Navier-Stokes solver uses the forcing scheme described by Alvelius [26], where
the forcing function f (�x, t ) is delta correlated in time and uncorrelated with the velocity field,
and ensures that on average the power input of the forcing balances the viscous dissipation
rate, P = ε, where P = 〈 fiui〉 (the brackets represent a volume average). The forcing function
has a Gaussian shape which concentrates the power input into a small range of wave numbers,
centred at a given peak wave number kp. All simulations use an input power equal to P = 10,
which is concentrated in the first two wave numbers centered at kp = 2, except for the simula-
tion with Reλ = 292, where the forcing is imposed in the first four wave numbers centered at
kp = 4.
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The integral flow quantities are computed directly from the kinetic energy spectrum, which is
defined by

E (k) = 4πk2
〈

1
2 ûi(�k, t )̂u∗

i (�k, t )
〉
|�k|, (A4)

where “∗” represents the complex conjugate and 〈φ̂〉|�k| denotes the spherical-shell average of the

quantity φ̂, i.e.,

〈φ̂(�k, t )〉|�k| = 1

Nk

∑
k− �k

2 <k<k+ �k
2

φ̂(�k, t ). (A5)

This summation is carried out over all the Nk modes within a shell (of thickness �k = 1) centered
at k = |�k|. The turbulent kinetic energy K , and the viscous dissipation rate ε, are computed with

K =
kmax∑
kmin

E (k)�k (A6)

and

ε = 2ν

kmax∑
kmin

k2E (k)�k, (A7)

respectively, with kmax = N/3 due to the dealisiang method use here. Finally, the integral, Taylor
and Kolmogorov microscales are given by

L =
( π

2K

) kmax∑
kmin

E (k)

k
�k, (A8)

λ =
√

10νK

ε
, (A9)

and

η =
(

ν3

ε

)1/4

, (A10)

respectively, and the Reynolds number based on the Taylor microscale is defined by

Reλ =
√

2K

3

λ

ν
. (A11)

APPENDIX B: WORMTRACKER ALGORITHM

For computing the characteristics of the IVS the WORMTRACKER algorithm starts by defining
the vorticity threshold magnitude corresponding to the IVS. As in [13,14] the IVS are defined as
flow points with the highest vorticity magnitude covering 1% of the total flow domain. Once these
points have been identified the axis of each IVS is defined by choosing the points with the highest
value of the local vorticity magnitude, and where the direction of the local vorticity is used to assess
the location of the next neighboring axis point. Once each of the individual axis points for each
IVS has been determined, the vorticity is sampled in a local plane which is perpendicular to the
local vorticity vector at that point [see Fig. 2(b)]. After this assignment, axis that have less than 20
points are discarded, and clustered axis points are eliminated, leaving only axis points with highest
vorticity magnitude. More details on this process are given in [5].

In order to compute the IVS statistics, such as worm radius and circulation, at each point of
each IVS axis, the vorticity profile is interpolated (using the least squares method) into the plane
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FIG. 13. (a) Mean radius of the intense vorticity structures normalized by the local Burgers radius 〈Rivs/RB〉
and (b) mean length of the intense vorticity structures normalized by the Kolmogorov microscale 〈Livs〉/η for
three simulations with N3 = 10243: one with kmaxη = 2.0 and Reλ = 242 (listed in Table II) and two others
with kmaxη = 2.5 and kmaxη = 3.0 and Reynolds numbers of Reλ = 210 and Reλ = 180, respectively.

perpendicular to local vorticity vector. The set of discrete points used in this plane (normal to the
local vorticity vector) is defined in a cylindrical coordinate system (r; θ ), where r = 0 at the axis,
whose coordinates are given by (nr�x; 2πmθ /Mθ ), with nr = 0, . . . , Nr and mθ = 0, . . . , Mθ , where
Nr and Mθ are the radial and azimuthal number of points, respectively. To compensate for any
noise induced by the interpolation the radial distribution is filtered over triples of consecutive axial
location using a [1/4; 1/2; 1/4] mask.

As described in Sec. III the local radius of each IVS axis Rivs is computed by an iterative process
using the radial vorticity distribution and assuming it to have a Gaussian shape, defined in Eq. (7).
In this process local radius values where the algorithm did not converge were discarded, as well as
those where the local radius was Rivs > 30η. The local azimutal velocity Uivs is computed directly
from the local velocity field, projected into a plane perpendicular to the local vorticity. Finally, the
worm length Livs of each IVS is computed as the sum of all dLivs detected during the construction
of the axis of the structure.

APPENDIX C: INFLUENCE OF RESOLUTION EFFECTS ON THE STATISTICS
OF THE INTENSE VORTICITY STRUCTURES

The initial work described in the main text of this paper was done using another set of simulations
where a smaller resolution of kmaxη = 1.5 was employed (not shown). Later we carried out a new set
of simulations (discussed in the core of the present work and listed in Table II) where the resolution
was increased to kmaxη = 2.0. It was observed that all the scaling laws described in this work are
equal using either kmaxη = 1.5 or kmaxη = 2.0, but we finally decided to use only the simulations
with the higher resolution kmaxη = 2.0, as this is the same resolution used in [13,14] where this
issue was first discussed.

The influence of the resolution on the statistics of the IVS was further investigated by carrying
out two additional (new) simulations with different resolutions. As reference we use the simulation
with N3 = 10243 collocation points and Reλ = 242 (listed in Table II), and we carried out two new
simulations with N3 = 10243 where we kept all the computational parameters fixed and equal to the
reference simulation and changed only the kinematic viscosity. By varying the kinematic viscosity
between ν = 0.003 and ν = 0.004 we obtained Reynolds numbers of Reλ = 210 and Reλ = 180,
and resolutions of kmaxη = 2.5 and kmaxη = 3.0, respectively.
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FIG. 14. PDFs of the (a) local radius of the intense vorticity structures normalized by local Burgers radius
Rivs/RB and (b) local length of the intense vorticity structures normalized by the Kolmogorov microscale Livs/η

for three simulations with N3 = 10243: one with kmaxη = 2.0 and Reλ = 242 (listed in Table II) and two others
with kmaxη = 2.5 and kmaxη = 3.0 and Reynolds numbers of Reλ = 210 and Reλ = 180, respectively.

Figures 13(a) and 13(b) show the mean radius of the intense vorticity structures normalized by
the local Burgers radius 〈Rivs/RB〉 and the mean length of the intense vorticity structures normalized
by the Kolmogorov microscale 〈Livs〉/η, respectively, for the three simulations. There is virtually no
effect on the mean radius of the IVS and only a mild influence on the mean length of the IVS that,
however, does not affect the scaling laws described in this paper, as confirmed by the initial set of
simulations carried out in this work using kmaxη = 1.5: only the scaling constant for the length is
slightly affected but remains on the same order of magnitude.

Figures 14(a) and 14(b) show the PDFs of the local radius of the intense vorticity structures
normalized by local Burgers radius Rivs/RB and the local length of the intense vorticity structures
normalized by the Kolmogorov microscale Livs/η, respectively, for the three simulations. Again the
resolution has virtually no effect on the vortex radius normalized by the local Burgers radius and
only a very small effect on the PDF of 〈Livs〉/η, which in any case does not affect the conclusions
from the present work.

APPENDIX D: INFLUENCE OF THE THRESHOLD ON THE STATISTICS
OF THE INTENSE VORTICITY STRUCTURES

The influence of the value of the vorticity threshold ωivs in the results of the IVS characteristics
was investigated using the simulation with N3 = 10243 and Reλ = 242 listed in Table II. As
described in Sec. III the IVS analyzed here are defined as flow points with the highest vorticity
magnitude covering 1% of the total flow domain, in agreement with most of the existing works
assessing these structures, starting with [13]. In this Appendix we describe the IVS characteristics
obtained with four different values of the vorticity magnitude threshold ωivs used to defined the IVS,
where ωivs corresponds to the flow points with the highest vorticity magnitude covering 1%, 2%,
3%, and 4% of the total flow domain.

Figures 15(a) and 15(b) show the mean values of the vortex radius normalized by the Burgers
radius 〈Rivs/RB〉 and of the mean length normalized by the Kolmogorov microscale 〈Livs〉/η,
respectively, for the simulation with N3 = 10243 and Reλ = 242. As can be observed the value
of the threshold does not affect the value of the IVS radius since we have 〈Rivs/RB〉 ≈ 1.0, for 1%
to 4%. The same can be said regarding the length scale of the IVS, which is always 〈Livs〉/η ≈ 60,
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FIG. 15. (a) Mean radius of the intense vorticity structures normalized by the local Burgers radius 〈Rivs/RB〉
and (b) mean length of the intense vorticity structures normalized by the Kolmogorov microscale 〈Livs〉/η,
for the simulation with N3 = 10243 and Reλ = 242. The statistics correspond to the points with the highest
vorticity covering 1%, 2%, 3%, and 4% of the total flow domain.

with minor deviations from this value, on the order of the variations observed when changing the
Reynolds number of the flow as documented in Fig. 4(b).

Figures 16(a) and 16(b) show the PDFs for the local radius of the intense vorticity structures
normalized by local Burgers radius Rivs/RB and of the local length of the intense vorticity structures
normalized by the Kolmogorov microscale Livs/η, respectively, for the simulation with N3 = 10243

and Reλ = 242. It is clear that these PDFs are almost equal, with the only difference arising from
the slight improved convergence of the curves corresponding to 4% due to the higher number of

FIG. 16. PDFs of the (a) local radius of the intense vorticity structures normalized by local Burgers radius
Rivs/RB and (b) local length of the intense vorticity structures normalized by the Kolmogorov microscale Livs/η

for the simulation with N3 = 10243 and Reλ = 242. The statistics correspond correspond to the points with the
highest vorticity covering 1%, 2%, 3%, and 4% of the total flow domain.
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available flow points to compute the statistics. Note that these small differences do not affect in
any way the scaling laws but only (very slightly) the scaling constant, which in any case is always
〈Livs〉/η ≈ 60.

Similar results are obtained when analyzing the other IVS characteristics and show that the value
of the threshold defining the IVS has a negligible effect on the results described in the present work
and no effect in the conclusions, provided this threshold is close to 1%.
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