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Conventional empirical turbulence modeling is progressive: one begins by modeling
simple flows and progressively works towards more complex ones. The outcome is a series
of nested models, with the next, more complex model accounting for some additional
physics relative to the previous, less complex model. The above, however, is not the
philosophy of data-enabled turbulence modeling. Data-enabled modeling is one stop: one
trains against a group of data, which contains simple and complex flows. The resulting
model is the best fit of the training data but does not closely reproduce any particular
flow. The differences between the two modeling approaches have left data-enabled models
open to criticism: machine learned models do not fully preserve, e.g., the law of the
wall (among other empirical facts), and they do not generalize to, e.g., high Reynolds
numbers (among other conditions). The purpose of this paper is to respond to and resolve
some of these criticisms: we intend to show that the conventional progressive modeling
is compatible with data-enabled modeling. The paper hinges on the extrapolation theorem
and the neutral neural network theorem. The extrapolation theorem allows us to control
a network’s behavior when extrapolating and the neutral neural network theorem allows
us to augment a network without “catastrophic forgetting.” For demonstration purposes,
we successively model the flow in the constant stress layer, which is simple; the flow in a
channel and a boundary layer, which is more complex; and wall-bounded flow with system
rotation, which is even more complex. We show that the more complex models respect the
less complex models, and that the models preserve the known empiricism.

DOI: 10.1103/PhysRevFluids.7.084610

I. BACKGROUND AND MOTIVATION

Resolving all the scales remains prohibitively costly for flows at high, practically relevant
Reynolds numbers [1-3], and one has to rely on turbulence models for predictive modeling
in the foreseeable future. We consider two approaches to turbulence modeling, namely, the
conventional empirical modeling approach [4-8] and the more recent data-enabled approach
[9-12]. Empirical turbulence modeling relies heavily on dimensional arguments, intuitions, and
empiricism. Data play a secondary role and are invoked only to determine model constants.
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The approach dates back to Prandtl and his mixing length model and has since accumulated a
large user base [13]. On the other hand, data-enabled modeling gained popularity in the past
five years, although the first use of machine learning in turbulence modeling dates back to at
least [14,15] in the 1990s and early 2000s. Here, we have adopted the terms “conventional
empirical models” and “data-enabled models” rather than the more colloquial terms ‘“physics-
based models” and “data-based models.” The latter is problematic because physics is a building
block of both conventional physics-based and data-enabled models. The two modeling approaches
have rather different underlying logic and their strengths and weaknesses. In the following, we
explain, in general terms, what are empirical turbulence modeling and data-enabled turbulence
modeling.

Conventional empirical modeling is progressive: one begins by modeling a simple, tractable flow
and then more complex flows. Consider, e.g., boundary-layer flows. The beginning of boundary-
layer modeling is the mixing length model (1925) [16,17],

v = kyu, D, D =[1—exp(—y /AN, (1)
then the wake layer (1956) [18],
v; = min[kyu. D, ad*Uy], 2)
then boundary layers with system rotation (2020) [19]:
v, = min[kyu,D, u?/(2Q)]. (3)

The end result is a series of nested models as shown in Egs. (1), (2), and (3), with the next, more
complex model accounting for some additional physics relative to the previous, less complex model.
Here, v, is the eddy viscosity, u, is the friction velocity, D is the damping, A* is the damping
constant, y is the wall-normal coordinate, « is the von Karman constant, « is a constant, §* is the
displacement height, Uy is the freestream velocity, and €2 is the spanwise system rotation. Data-
enabled turbulence modeling is one stop: one trains a model against a group of data in one sitting—
be it a priori [20-24] or model consistent [25-28]. The training data set may contain simple flows
like channel, more complex separated flows, and very complex flows like in [29,30]. The resulting
model is a compromise between these flows and does not “fully” respect any one flow. Adding new
training data changes the resulting model and its performance in previously existing flows. Take
the model in [31] as an example. The model is a compromise of the flows in the training dataset,
but it does not respect one flow, e.g., channel, more than any other flow, e.g., jet flow. As a result,
the model does not preserve the law of the wall or extrapolate to unseen flow conditions. In all,
data-enabled turbulence modeling and empirical modeling have different philosophies: the latter
aims to develop a general model, while the former aims to train an accurate model for a limited
number of flows.

Trading off generality for accuracy is, in principle, one’s choice. However, computational
fluid dynamics is a field where getting training data is costly, and practitioners need to handle
unseen flows. These circumstances make trading off generality for accuracy undesirable. This
is exacerbated as empirical modeling has a large experience base. Not following the conven-
tional empirical modeling approach has left data-enabled turbulence modeling open to criticisms.
Spalart [32] pointed out that proposing a machine learned model for a specific flow is instruc-
tive, but the model is not a product. He also pointed out that a successful data-enabled model
should preserve the law of the wall and be open to corrections for other physics such as cur-
vature, compressibility, and anisotropy. The purpose of this paper is to (partly) address these
criticisms.

The rest of the paper is organized as follows. We review the basics of artificial neural networks
and present the general framework of progressive machine learning in Sec. II. We show examples
of progressive data-enabled turbulence modeling in Sec. III and conclude in Sec. I'V.

084610-2



PROGRESSIVE, EXTRAPOLATIVE MACHINE LEARNING ...

A baseline model
+

Train a neutral correction to the
baseline model that accounts for
new physics

Progressive

FIG. 1. A sketch of the modeling framework. The modeling philosophy is progressive.

II. METHODOLOGY
A. Theoretical foundation

In this section, we name two straightforward mathematical theorems. They will be the theoretical
foundation of progressive machine learning. We will limit the discussion to single-layer feedforward
neural networks. Nonetheless, because of the universal approximation theorem, the discussion here
should apply equally to deep neural networks, as we will verify empirically in Sec. III.

Extrapolation theorem. For a bias-free (no bias units) nontrivial neural network that maps from
R! to R!, we have

net(oo) = a finite constant )
if we employ the sigmoidal transfer function for all neurons, and

lim net(x) ~ x (®)]
X— 00
if we employ the rectified linear unit as the transfer function for all neurons. Here, “net” is a
feedforward neural network.

Detailed proof is not included here for brevity. This theorem enables us to control how a neural
network extrapolates. Consider, e.g., training a network to model the mixing length in the log layer.
The training data are available at finite Reynolds numbers, but we want the network to extrapolate
to infinitely large y™ such that the asymptotic behavior is [} ~ y*. The extrapolation theorem
guarantees the following: first, a ReLu-activated neural network that takes y* as its input and gives
I+ as its output will have the correct asymptotic behavior at the infinite Reynolds number; second,
a sigmoidal activated neural network that takes y™ as its input and gives /,,/y as its output will have
the correct asymptotic behavior at the infinite Reynolds number.

Neutral neural network theorem. Zero input guarantees zero output if we remove all bias units in
a fully connected single-layer feedforward neural network.

Again, detailed proof is not included here for brevity. This theorem enables us to progressively
improve an existing neural network without breaking its original behavior.

B. Framework of progressive machine learning

Figure 1 is a sketch of the general framework. The modeling is progressive. Every iteration will
start from a baseline model and arrive at a neutral correction to that baseline model. The correction
accounts for some additional physics and is neutral when the physics it accounts for is absent.

Specifically, we begin with a baseline model MODEL that accounts for some basic physics. The
physics is parametrized in x (be it compressibility, Reynolds number, etc.). We then parametrize
the additional physics in a nondimensional vector X. The vector X is 0 when the additional physics
is absent. Then, we train a bias-free neural network CORRECTION as a correction to MODEL.
CORRECTION takes x||X]||, and X as its input, where || - ||, is the L2 norm. The neutral neural
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FIG. 2. Counts of samples if one gathers channel flow direct numerical simulation in [34] without any
preprocessing. The Reynolds numbers are Re, = 180, 550, 1000, 2000, and 5200. (a) Counts of samples in the
yT space. (b) Counts of samples in the y/h space.

network theorem dictates that CORRECTION returns zero when ||X]|, is zero. The resulting model
MODEL*(x, X) = MODEL(x) + CORRECTION((x||X||,, X)

accounts for some more physics than MODEL and meanwhile protects learned physics in MODEL.
That is, MODEL*= MODEL when X = 0. Here, it is worth noting that a function of x and X is still
a function of x||X]| and X and vice versa, and therefore the process is general.

C. Preparing training data: A caveat

The physical space is continuous, and one can cluster data however one wants. As a result,
training data preparation hosts much arbitrariness. This is an important but often overlooked issue
in machine learning. To explain this issue, we consider eddy viscosity modeling in a channel. We
know

vt = A0+ LG/, (6)

in a channel. Here, f; and f> are functions of y* and y/h, respectively. Here, & is the half channel
height. Ideally, we would want to sample the y* space evenly or the log(y™) space such that there
are more samples on the response surface where the gradient is large and vice versa.

If one gathers channel flow data from the online repositories [33,34] without any preprocessing,
the wall layer is weighed more than the wake layer. Figures 2(a) and 2(b) show the sample counts in
the y* and the y/h spaces. The sample count is a decreasing function of y* and y/h because the grid
clusters at the wall and because high y* value appears only at high Reynolds numbers. Following
the discussion above, we ought to resample the data before any training.

III. EXAMPLES OF PROGRESSIVE MACHINE LEARNING

We work through a few examples. The purpose is to illustrate progressive machine learning. We
will train neural networks to model the eddy viscosity in the constant-stress layer, the wake layer,
and a rotating channel. The networks are single-layer, fully connected, feedforward neural networks
that contain fewer than 20 neurons in the hidden layer. The tanh unit is employed as the transfer
function. Again, because of the universal approximation theorem, any conclusion here applies to
deep feedforward neural networks and vice versa. The neural network predicted eddy viscosity is
then employed to close the momentum equation and solve for the velocity.
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FIG. 3. (a) v,"/y* as a function of y*. Shown here are netL, training data at Re, = 5200, i.e., R5200 in
the figure, and the expected asymptote, i.e., k = 0.41. The training data at other lower Reynolds numbers are
not shown here as they cover a narrower y* range. The training data cover y* up to 74. In the figure, the
cross symbol is at y* = 74. The x axis is in linear scale and goes to y* = 200. (b) The eddy viscosity v," as a
function of y* in log-log scale. Shown here are mdIL, the training data at Re, = 5200, i.e., R5200 in the figure,
and the expected scaling in the logarithmic layer, i.e., v, = 0.41y™. The x axis goes up to y™ = 10°. (c) The
velocity profile. LoW corresponds to the linear scaling in the viscous sublayer and the logarithmic scaling in
the logarithmic layer. (a, b) A priori tests. (c) A posteriori test.

A. Logarithmic layer

We train an eddy viscosity for the logarithmic layer. This is the first iteration, and we do not have
a baseline model from the previous iteration. In other words, the baseline model is

MODEL = 0. 7)

The objective is to train a CORRECTION to account for the log layer physics. Per the extrapolation
theorem, the known asymptote /,, ~ y will be preserved, if we train a sigmoid activated fully
connected feedforward neural network to learn v;"/y™ as a function of y™:

v,"/yt = CORRECTION(y*). (8)

Here, y™* is the viscous unit scaled distance from the wall, and v, = —(u'v')/(dU/dy) is the eddy
viscosity. We make use of the channel flow direct numerical simulation (DNS) data in [34] for
training. The training data are limited to y/h < 0.015—any further into the bulk, the outer length
scale starts to play a noticeable role. The trained neural network is referred to as netL. The model is
referred to as mdIL.

Figures 3(a) and 3(b) compare mdIL, the training data, and the known asymptote. The training
data cover y* up to 74. There, v;" /y* is already at its asymptote, beyond which v;" /yT is a constant.
As expected, a sigmoid activated fully connected feedforward network has no problem learning this
asymptotic behavior: netL follows the training data up to y*© = 74, beyond which it stays a constant.
The ability to extrapolate is more clearly shown in Fig. 3(b), where y* goes up to 10° and mdIL
gives the correct asymptotic behavior. Figure 3(c) shows the velocity profile as a function of y™.
The mdIL result follows closely the law of the wall and extrapolates to unseen Reynolds numbers.

B. Channel flow

For our second iteration, we build on netL (a baseline model) and train a network for the entire
channel. The new physics is the wake layer physics. The half channel height / enters as a new input,
y/h. We train a bias-(unit)-free neural network netC such that

vt /yt = netL(y") + netCO* (y/h), y/h). ©)

The resulting model and all its results are denoted as mdlC. In the logarithmic layer,
limge, 00 ¥/l — 0 whereas y* is finite. In this limit netC — 0, and the new model mdIC should
respect the baseline model mdIL as a result of the neutral neural network theorem—which we will
verify. The training data are still the channel flow DNSs in [34], but we resample such that the
training data sample the y/h space evenly.
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FIG. 4. (a) mdIL and mdIC predicted eddy viscosity as a function of the viscous scaled wall-normal
distance y™* for finite y*, y/h — 0, Re, — o0. (b) mdIC predicted eddy viscosity. The blue lines are the training
data. The blue symbols are the mdlC results at the conditions in the training dataset. The x symbols (connected
by lines) are mdIC results at a Reynolds number higher than those in the training dataset. (¢) Mean velocity
U™ as a function of the viscous scaled wall-normal distance y* for Re, < 5200. The lines are DNS results.
The symbols are mdIC results. The thin black lines represent the linear scaling in the viscous sublayer and the
logarithmic scaling in the logarithmic layer. (d) Same as (c) but for Re, = 10*. The inset is a zoom in view of
the velocity profile in the wake layer. (a, b) A priori tests. (c, d) A posteriori tests.

Figures 4(a) and 4(b) show the eddy viscosity v;" as a function of y™. Figure 4(a) compares mdIL
and mdIC for Re; — oo, y/h — 0. We see that mdIL. = mdIC when y/h — 0: the more complex
model mdIC fully respects the simple model mdIL. Figure 4(b) compares mdIC at Re, = 180 to
5200 (inside the training data) and at Re, = 10* and 10° (outside the training data). We see that
mdIC follows the training data very closely and extrapolates well to higher Reynolds numbers.
Figures 4(c) and 4(d) show the velocity profile U™ as a function of y*. Figure 4(c) compares the
mdIC results with the DNS for Re, < 5200, and Fig. 4(d) shows the mdIC result at Re, = 10*.
We see that mdIC follows the training DNS data very closely in Fig. 4(c). We also see the mdlC
extrapolates well in Fig. 4(d).

C. Boundary-layer flow

We can repeat the exercise in Sec. III B for zero-pressure-gradient boundary-layer flows and train
a network netB such that

v /y* =netL(y") + netB(y* (v/6), y/6), (10)
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FIG. 5. (a, b) Eddy viscosity v;" as a function of y/é at Re, = 1000, 2000, 4000, and 6000. (c, d) Velocity
profiles U+ as a function of y™ at Re; = 1000, 2000, 4000, and 6000. (a, ¢) A comparison between mdIB and
DNS. (b, d) A comparison between the empirical model [18] and DNS. The blue lines are for Re, = 1000, the
red lines are for Re, = 2000, the yellow lines are for Re; = 4000, and the purple lines are for Re, = 6000. (a,
b) A priori tests. (c, d) A posteriori tests.

where 6 is the momentum thickness and is an outer length scale. The training data are readily
available in [35], and the Reynolds number is between Rey = 670 and 6500, where Rey = 60U /v,
and 0 is the momentum thickness. We preprocess the training data to sample the y/0 space evenly.
The eddy viscosity is undefined in the freestream (since there is no turbulence) and we cut off at
y/899 = 1.0, where the velocity U is 99% of the freestream velocity.

In the following, we compare mdIB to the empirical model Eq. (2) [18]. Figures 5(a) and 5(b)
show the eddy viscosity, and Figs. 5(c) and 5(d) show the velocity profiles. The machine learning
model mdIB is more accurate than the empirical model in its predictions of both the eddy viscosity
and the velocity. This is not very surprising since mdIB is trained to fit the DNS data. We are yet to
confirm if mdIB extrapolates. Figure 6(a) shows the skin friction coefficient Cy = 21,/ ,oUozo, where
Uy is the freestream velocity, and Fig. 6(b) shows the parameter IT in Cole’s law of the wake, where

U+

(N 21
< log(y™) + B + — S0/ (11

and

[U; - %log(%g) - B}. (12)

| X
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FIG. 6. (a) The skin friction coefficient Cy as a function of the Reynolds number Reg. (b) The wake
parameter I as a function of the Reynolds number Rey. We show mdIB, the empirical model in [18], and
DNS.

We see that both Clauser’s model [18] and mdIB agree with the DNS data and work well at high
Reynolds numbers. In Fig. 6(b), mdIB follows roughly the DNS data. The IT value asymptotes to
about 0.7 according to mdlB and about 0.6 according to Clauser [18].

D. Channel with small system rotation in an arbitrary direction

Both channel and boundary-layer flows have been extensively studied in the past, and we know,
more or less, the answer to the two problems. In this subsection, we further build on mdIC and train
a network for the eddy viscosity in a rotating channel. The rotation axis is in an arbitrary direction,
but the rotation is small. That is, QU™ < 0(0.1) and \/QZ + §2§+WJr < 0(0.1), where Q;, Q,,
and €2, are the rotations in the x, y (wall-normal), and z directions and U, V, and W are the mean
velocities in the x, y, and z directions. The reader is directed to [36] Sec. II A for more details of the
flow.

The Reynolds averaged momentum equation in a fully developed channel with system rotation
reads

a(u'v' 10 d*U a(w'v’ d*w
Wy Lo, AU g, AW dW
dy o 0x dy? ’ dy dy?
Here, V = 0 because of continuity, U and W are functions of y only because the channel is fully
developed, and (p) is a function of both x and y, hence the 9 symbol instead of the d symbol. If one
uses the viscous units to scale Eq. (13) and keep only the O(1) terms, the z direction momentum
equation is trivial, and the x direction momentum equation becomes
') 19(p) d*U
=L 4v—.
dy o 0x dy?
Hence, small system rotation does not fundamentally change the flow dynamics but only modifies
the balance between the terms. Again, the reader is directed to [36] for more details. Invoking still
the eddy viscosity, Eq. (14) becomes

+QU. (13)

(14)

— . 15
dy p 0x (15

We build on the machine learning model mdlC and further account for the effect of system
rotation. Specifically, we will train a bias-free neural network netR such that

v /y" = netL(y") + netC(y" (v/h), y/h) + netR(y" (v/WIQIT, y/hIQIT, @, @F, @), (16)

0= i[(w T v)dU} _ 1%
dy
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FIG. 7. A posteriori tests. Mean velocity as a function of the wall-normal coordinate in a rotating channel.
Velocity normalization here is by the bulk friction velocity u,. The flow conditions are (a) 2 = (0, 0, 0),
b)yQ2=(1,0, —1),(c) 2= (0, —0.01, —1), and (d) Q = (—0.597, 0.006, —0.450).

where Q = (2, Q,, ;). The inputs to netR are zero when 2 = 0, and therefore netR gives zero
when © = 0 per the neutral neural network theorem. Consequently, mdIR fully respects mdIC.
Moreover, since mdIC fully respects mdlL, mdIR fully respects mdIL and the law of the wall. The
resulting model and all its results are referred to as mdIR.

The DNS data in [36] are used for training. The bulk friction Reynolds numberis Re, = u.h/v =
180. The system rotation is —1 < Qj <1, -0.01 < 2, < 0.01, and —1 < @, < 1. In [36], the
authors surveyed the three-dimensional 2 space four times following a Bayesian method, leading
to four datasets. We use three of these four datasets for training, i.e., S1, S2, and S3 per the notation
in [36], and one dataset for testing, i.e., S4 per the notation in [36]. The training dataset contains
105 DNSs and the testing dataset contains 44 DNSs. The training data are preprocessed to avoid
negative eddy viscosity (for numerical stability). The trained model is employed to solve Eq. (15)
with the following boundary conditions:

o T, =2, (17)
where 1, , and 7,5, are the top and the bottom wall shear stresses.
Figure 7 compares the mdIR to the DNSs in the test dataset at four conditions. We see from

Fig. 7(a) that mdIR fully respects mdIC when |Q2| = 0. In addition, we see from Figs. 7(b)-7(d) that
mdIR is able to very accurately predict the mean flow at unseen conditions in the test dataset.
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IV. CONCLUDING REMARKS

A paradigm for machine learning, namely, progressive machine learning, is proposed. It allows
one to control the network’s behavior when extrapolating and progressively evolve a simple model
to more complex ones—both are long standing challenges in data-enabled turbulence modeling. In
this process, the more complex models will always respect the less complex models, and training
will not “violate” a previously working model.

We work through four examples to illustrate progressive machine learning: log layer, channel,
boundary layer, and rotating channel. A neural network is trained for the eddy viscosity in these
flows. Galilean invariance is guaranteed as we invoke the NS equation. The log layer physics is
simple, and the resulting model mdIL is the model we evolve in the next three examples. We show
that progressive learning leads to a data-enabled model that preserves the law of the wall and is
open to corrections that account for other physics. In these examples, the physics that makes a more
complex flow complex is absent in the less complex flow. This makes progressive machine learning
straightforward. If the physics that makes a more complex flow complex is also present in the less
complex flow, the present framework will not be able to separately train the two flows—although,
in that case, the two flows may well be considered of similar complexities.

The topic of this paper is turbulence modeling. On its face, the technical problem is catastrophic
forgetting [37]: a model forgets about a previous task when trained for a new task. Catastrophic
forgetting arises when tasks are presented sequentially. It can be handled through continual learning
[38] or by presenting the tasks altogether instead of sequentially. However, these methods will
not help turbulence modeling. First, some flows are more fundamental than others for turbulence
modeling, where tasks in continual learning do not have a hierarchy. Second, the network size
does not change in continual learning, but progressive machine learning continuously expands
the network size by including corrections. Third, continual learning usually does not emphasize
extrapolation, but extrapolation to unseen Reynolds numbers is at the center of progressive machine
learning [39].
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