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The local contact angle distribution within the pore space of a porous medium of
mixed wettability is identified by combining pore network simulations and an optimization
method. The latter is used to solve the inverse problem consisting of determining the local
contact angle distribution from the capillary pressure and relative permeability curves. The
inverse optimization method combines a genetic algorithm and the hill-climbing algorithm.
The method is illustrated considering a Boolean distribution of the local contact angle in
which the pore bodies and throats in the pore space are either hydrophilic or hydrophobic.
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I. INTRODUCTION

Wettability properties inside a porous medium can be of crucial importance in many applications
such as water-gas transport within the gas diffusion layer (GDL) of proton exchange membrane fuel
cells (PEMFC) [1,2] or fluid displacement in geological media encountered in petroleum recovery
[3]; they widely control the behavior of powder-based materials [4] and the performance of packed-
bed reactors [5].

As discussed and analyzed for instance in Refs. [6–8], the change in wettability conditions can
dramatically modify the liquid water pattern from a capillary fingering pattern to a compact pattern
as the wettability properties change from hydrophobic to hydrophilic. As pointed out in Ref. [9],
capillary fingering allows maintaining a significant fraction of the pore space free of liquid water
and thus available for the gas transport through a GDL substrate for instance, whereas a compact
pattern blocks the gas access and is thus detrimental to the PEMFC performance. Methods for
characterizing the wettability of a porous substrate generally lead, at best, to the characterization
of an “average” or apparent contact angle. A traditional technique developed for core analysis in
the oil industry consists of the determination of a wettability index, obtained from the comparison
of saturations obtained from spontaneous and forced displacements, the so-called Amott index [10]
or U.S. Bureau of Mines (USBM) index [11]. However, these indexes are sensitive to experimental
details in practice and remain difficult to correlate (see a discussion in Ref. [12]). Nuclear magnetic
resonance techniques have also been devised to infer the wettability properties of a porous material
from the proton lattice relaxation time [13].

An alternative somewhat popular method is the sessile drop method [14]. It consists of placing
a droplet of liquid water at the surface. The contact angle can then be measured by processing side
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images of the droplet. Nevertheless, the interpretation is far from straightforward when the droplet is
placed on a porous surface, especially in the case of fibers of heterogeneous wettability. Moreover,
wettability at the surface is not necessarily representative of that inside the porous medium.

Another commonly used method is the Washburn method [15–17]. It consists of measuring the
liquid sorption kinetics into the sample, first with a liquid of very low contact angle and second
with the liquid of interest for the application under consideration. Obviously, the method cannot
be directly applied with water and a hydrophobic material since there is no sorption in this case.
However, as shown in Ref. [16], the Washburn method can be combined with the Owens-Wendt
two-parameters theory [18] in order to estimate the internal contact angle for water in a hydrophobic
porous material. Nevertheless, as pointed out in Ref. [16], the Washburn method only allows
estimating an apparent or average contact angle reflecting a statistical average of the porous material
wettability properties at the pore scale.

More detailed information on the wettability properties at the pore scale can be obtained from
scanning electron microscopy (SEM) images of droplets or menisci inside the pore space. The
measurement of local contact angles from images is however very difficult since droplets are three-
dimensional objects [19,20]. Some issues and perspectives in the wettability characterization of
porous materials were recently discussed in Ref. [21].

In the present paper, a different approach from those reported so far is developed in order to
obtain the internal contact angle distribution, in an average or statistical sense, inside the pore
space of the material. The method is motivated by two observations. First, 3D digital images
of porous microstructures can now be obtained without too many difficulties, using either x-ray
microtomography techniques [22,23] or others such as focused ion-beam SEM [24], depending
on whether the pore size is in the micrometer or submicrometer range. For instance, 3D images of
GDL substrate microstructures were obtained by x-ray tomographic microscopy [23] and it can thus
be reasonably assumed that 3D digital images of porous microstructures of interest are available.
Second, macroscopic properties, such as the capillary pressure or relative permeability vs saturation
curves, are sensitive to the internal wettability conditions [6,25]. Consequently, the question arises
as to whether this sensitivity can be exploited to characterize the internal wettability conditions.
In other words, the idea here is to explore the possibility of characterizing the internal wettability
conditions from digital images of the porous microstructure together with the capillary pressure
and relative permeability curves. This characterization is addressed as an inverse optimization
problem, which includes two-phase flow simulations within the microstructure and an optimization
procedure combining a genetic algorithm [26,27] and the hill-climbing algorithm [26,28]. This
type of approach has shown promising results for the identification of the pore size distribution
from macroscopic flow data such as the capillary-pressure curve and/or normalized flow curves
[29]. Contrary to this previously reported work where the objective was to identify the pore size
distribution assuming a spatially uniform wettability throughout the pore space, the objective here
is to identify the internal contact angle spatial distribution, knowing the microstructure geometry
and thus the pore size distribution. As in the above-mentioned work, pore network models (PNM)
[30,31] are used for the two-phase flow simulations in the pore space. This approach is preferred
to direct two-phase flow simulations (see, e.g., Refs. [32,33]) because of its efficiency in terms
of computational requirements. The PNM simulations require identifying the network from the
microstructure digital images. Various algorithms are available for this purpose as reported in the
literature (see for instance Refs. [23,34,35] and references therein). However, since the focus is
on the development of a new characterization methodology, a somewhat simplified version of the
internal wettability characterization problem is considered in what follows. First, the network is a
given two-dimensional square network so as to speed up the simulations (compared to the typical
unstructured 3D network extracted from a microstructure 3D digital image). Second, the internal
contact angle of the liquid on the solid surface in the presence of the gas phase can take two values,
either 80 ° or 115 °. This choice is inspired from what can be encountered in a GDL whose substrate
is made of graphitized carbon fibers that is further coated with polytetrafluoroethylene (PTFE). The
two values of the contact angle respectively correspond to that of water in the presence of vapor on
graphite and on PTFE flat surfaces under static conditions [36]. Further details on the model problem
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FIG. 1. A 12 × 5 square pore network. Throats and pore bodies in brown are hydrophilic (θ = 80◦).
Throats and pore bodies in gray are hydrophobic (θ = 115◦). A hydrophilic element percolating path, con-
necting the network inlet (at the bottom) to outlet (at the top), is illustrated.

under consideration are given in the next section. The purpose is to identify the wettability properties
of the medium in an average sense, i.e., the hydrophilic pore fraction. Indeed, there is obviously not
a unique solution in terms of this spatial local distribution that characterizes a medium featuring the
same capillary pressure and relative permeability curves as these data do not contain the necessary
information that constrains the problem to retrieve an unequivocal link of this local property to these
two macroscopic characteristics.

The present article is organized as follows. In Sec. II, the model porous medium, a two-
dimensional square pore network of pore bodies and throats, is presented. The algorithms used
to simulate the displacement on the network and compute the capillary pressure and relative
permeability curves are presented in Sec. III. The inverse optimization method for determining
the local contact angle distribution in the network is described in Sec. IV. Section V is dedicated
to results obtained with the optimization method. A short discussion is presented in Sec. VI.
Conclusions are drawn in Sec. VII.

II. MODEL POROUS MEDIUM

To simplify the presentation and assess the capability of the method of local contact angle
characterization, a two-dimensional square pore network is considered. As illustrated in Fig. 1,
the pore space is an assembly of two types of elements: pore bodies and throats. Pore bodies
are spheres of radius rp located at the nodes of a regular square grid. The distance between two
adjacent nodes is the lattice spacing, a, with a = 350 μm in all the simulations presented below.
The size of the network is the number of nodes (pore bodies) in each direction (for example,
Fig. 1 shows a 12 × 5 square network). Throats are cylindrical channels of radius rt . The throat
and pore body sizes are randomly distributed according to a given probability density function
(pdf). In what follows, a uniform pdf is considered with rt varying between rt min = 20 μm and
rt max = 40 μm. Similarly, the pore body sizes are distributed according to a uniform pdf with the
constraint that a pore body size is equal to or greater than the largest throat to which the pore body
under consideration is connected. In this work, the minimum and maximum pore body sizes are,
respectively, rp min = 80 μm and rp max = 120 μm. The model of wettability heterogeneity consists
of assuming that a fraction, f , of the pore bodies and throats in the network is hydrophilic, with a
contact angle θ = 80◦, whereas the complementary fraction is hydrophobic with θ = 115◦. Thus, a
fully hydrophobic (hydrophilic, respectively) network corresponds to f = 0 ( f = 1, respectively).
Networks of mixed wettability correspond to intermediate values of f (0 < f < 1). Hydrophilic
elements are randomly selected in the network until f reaches the desired value.

III. CAPILLARY PRESSURE AND RELATIVE PERMEABILITY CURVES

As will be detailed in the next sections, the capillary pressure and liquid relative permeability
curves during liquid invasion of the network initially saturated by the gas phase are the key
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properties of the porous medium on which the identification of the wettability properties proposed in
this work relies. It is hence of importance to first provide the procedure to determine these quantities
for a given network.

A. Local invasion rules

The PNM computation of the capillary pressure and relative permeability curves is based on the
definition of local invasion rules. An invasion capillary-pressure threshold (ICPT) is associated with
each element, pore body or throat, in the network. The ICPT of a throat is simply given by the
Young-Laplace equation as

pc = −2γ cos(θ )

rt
, (1)

where γ is the interfacial tension between the two fluids. Similarly, the ICPT of a hydrophobic pore
body is given by

pc = −2γ cos(θ )

rp
. (2)

As first shown in Ref. [37], the situation is more involved for a hydrophilic pore body. In fact,
the invasion in that case depends on the number of adjacent hydrophilic throats already filled with
liquid. This aspect can be taken into account by defining the ICPT of a hydrophilic pore body as
[38]

pc = −2γ cos (θ ) [1 + 0.25(Nneighbors − 1)]

rp
, (3)

where 1 � Nneighbors � Nc − 1, Nneighbors being the number of hydrophilic adjacent throats already
containing liquid water and Nc the connectivity of the network, i.e., the number of throats connected
to a pore body (here, Nc = 4).

If a meniscus is located at the entrance of a pore network element of ICPT pc, it can move into
the element only when Pw − Pg > pc, where Pw and Pg are, respectively, the pressures in the liquid
and the gas phase.

B. Capillary-pressure curve computation

The capillary-pressure curve Pc(S), where S is the saturation of the displaced fluid, is computed
using an algorithm similar to the one presented in Refs. [29,39], but takes into account here
the presence of hydrophilic elements. This algorithm mimics the commonly used experimental
procedure [25]. The network is initially fully saturated by the gas phase. Then, liquid water is
injected into the network through a sequence of pressure steps. A membrane is supposed to be
present at the outlet so that only the displaced fluid can exit the network. The capillary pressure
is determined as a function of S for successive states of hydrostatic equilibrium corresponding to
small increment, dPw, of the liquid water pressure (the gas-phase pressure, Pg, is kept constant).
The capillary pressure is by definition Pc = Pw–Pg. The algorithm used to determine the saturation
evolution right after a pressure increment can be summarized as follows:

(i) Initialization of a menisci position vector that stores all interfacial pore bodies and throats.
A pore body or throat is interfacial when it is occupied by the displaced fluid (gas phase in our
simulation) and is adjacent to an element, pore body or throat, containing the displacing fluid (liquid
water).

(ii) Identification of the interfacial pore body or throat to be invaded first: it corresponds to the
interfacial pore body or throat featuring the minimum ICPT among the interfacial pore bodies and
throats having an ICPT smaller than the imposed pressure difference, Pw–Pg, between the two fluids.
The ICPT values are obtained from Eqs. (1)–(3). For hydrophilic pore bodies or throats connected to
liquid-gas interfaces, the ICPT is negative (θ = 80◦ < 90◦). Hence, they are the ones to be selected
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first. In addition, since rp > rt , the ICPT associated with a hydrophilic throat is smaller than the
hydrophilic pore bodies’ ICPT, which means that hydrophilic throats are more likely to be selected.
However, for some cases where there exists a hydrophilic pore body connected to many hydrophilic
throats, the ICPT can be smaller as indicated by Eq. (3).

(iii) Invasion of the pore body or throat selected in the previous step; the vector of menisci
positions is updated: interface positions are either added or deleted according to the pore body or
throat invaded.

(iv) Steps (ii) and (iii) are repeated until no further interfacial pore body or throat satisfying the
condition ICPT < Pw − Pg can be identified.

(v) Computation of the overall gas saturation, S.
For simplicity, trapping [8,40] is neglected. This means that the displaced fluid in a network

element, pore body or throat, is implicitly assumed to be always connected to the outlet face
and can thus be always displaced when the corresponding capillary-pressure invasion threshold is
overcome.

The impact of the hydrophilic elements fraction on the fluid distribution at breakthrough
(the breakthrough is when the displacing fluid becomes connected to the outlet) is illustrated in
Fig. 2 keeping the same pore network structure.

A capillary fingering pattern is observed for f ∼ 0 as expected for a quasistatic drainage process.
A compact pattern is obtained for f ∼ 1. The pattern obtained for f ∼ 0.4 resembles the capillary
fingering pattern but actually results from the fact that the percolating subnetwork formed by the
hydrophilic pore bodies and throats is a percolation cluster. An invasion percolation cluster ( f ∼ 0)
is about the same fractal object as the hydrophilic elements percolation cluster ( f ∼ 0.4). This is
why both cases ( f ∼ 0 and f ∼ 0.4) lead to the same type of phase distribution despite the change in
the local mechanisms controlling the growth of the liquid–gas interface in the hydrophobic regions
and the hydrophilic ones, respectively.

The capillary pressure curves obtained for one realization of a 30 × 30 network with the above
algorithm when the fraction, f , of hydrophilic elements in the network is varied is reported in Fig. 3.
As mentioned before, the pore body and throat sizes are distributed according to uniform pdf with
rt min = 20 μm, rt max = 40 μm, rp min = 80 μm, rp max = 120 μm, and a = 350 μm.

This figure illustrates the sensitivity of the capillary-pressure curve to the hydrophilic elements
fraction f , showing a very significant impact of the local contact angle distribution on Pc(S) at the
macroscopic level. This originates from the dependence of the fluid distribution on the hydrophilic
elements fraction illustrated in Fig. 2. Based on a previous work [6], f = 0.5 approximately
corresponds to the hydrophilic elements percolation threshold, fc, i.e., the minimum value of f for
which the hydrophilic elements form a cluster spanning the network. However, it can be observed
that the value fc = 0.4, as noticed in the discussion on the patterns reported in Fig. 2, is possible
for a particular realization. This difference is due to finite size effects. Another important feature, as
can be observed from Fig. 3, is that the sensitivity of the capillary-pressure curve to f is larger for
f > fc than for f < fc. This is consistent with the patterns depicted in Fig. 2, which shows that the
transition from a fingering pattern to a compact pattern occurs for f > fc

C. Relative permeability curve

As in Ref. [29], only the relative permeability for the invading (liquid) phase is computed and
the reader is referred to this article for the reasons motivating this choice. An equilibrium liquid
gas distribution in the network is obtained for each value of the capillary pressure, Pc, under
consideration. The invading phase relative permeability is determined from the computation of the
invading fluid viscous flow through the network for each equilibrium phase distribution, that is
for each point of the capillary-pressure curve. The computation of the displacing fluid flow rate,
Qi, is performed as follows [29,39]. At each saturation equilibrium, i, a pressure difference, �P,
much smaller than the capillary pressure characterizing this equilibrium, is applied in the displacing
fluid between the network inlet and outlet. For the resulting flow, the mass conservation equation is
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k)

FIG. 2. Fluid distribution for various values of the hydrophilic pore body and throat fraction, f , in a 2D
30 × 30 square network. (a) f = 0; (b) f = 0.1; (c) f = 0.2; (d) f = 0.3; (e) f = 0.4; (f) f = 0.5; (g) f = 0.6;
(h) f = 0.7; (i) f = 0.8; (j) f = 0.9; and (k) f = 1. The displacing fluid (in blue) is injected from the bottom
using the capillary-pressure algorithm. The displaced fluid (in gray) escapes from the top. Patterns correspond
to fluids distributions at breakthrough.
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FIG. 3. Capillary-pressure curves computed for a 30 × 30 network for several values of the fraction, f , of
hydrophilic elements in the network. The curve corresponding to f = 0.5 is represented with a thicker black
line. (a) The top curve corresponds to f = 0 (fully hydrophobic network). (b) The bottom curve corresponds
to f = 1 (fully hydrophilic network).

expressed at each invaded pore body j, yielding
∑

k

Qi− j,k = 0, (4)

where Qi− j,k is the displacing fluid volume flow rate between pore body j and adjacent pore body
k. If the throat between pore bodies j and k is occupied by the displaced fluid, then Qi− j,k = 0. If
the throat is occupied by the displacing fluid, then

Qi− j,k = πr4
t− j,k

8μl j,k
�Pj,k, (5)

where rt− j,k and l j,k are the radius and length of the throat linking the two pore bodies, respectively,
μ is the displacing fluid dynamic viscosity, while �Pj,k is the pressure drop in the displacing fluid
between the two neighboring pore bodies. Taking into account the pressure boundary conditions
at the inlet (Pinlet = �P + Poutlet) and outlet (Poutlet = Const) together with the zero-flux condition
imposed on the lateral faces of the network, Eqs. (4) and (5) lead to a linear system for the pressure
field in the invading fluid. This system is numerically solved using the conjugate gradient method.
Once the pressure field is obtained, Qi can be computed at the inlet using Poiseuille’s law applied
to all displacing fluid throats connected to the inlet. Then, the generalized Darcy law is applied to
determine the displacing fluid relative permeability,

Qi = A
KKr (Pc)

μ

�P

L
, (6)

where Pc is the capillary pressure corresponding to the saturation equilibrium i, A is the network
cross-section surface area, L is the network length, K is the porous medium intrinsic permeability,
and Kr is the nonwetting fluid relative permeability. From Eq. (6), the relative permeability is
computed as

Kr (Pc) = Qi

Qmax
, (7)

where Qmax = A K
μ

�P
L is the displacing fluid flow rate when the network is fully saturated by the

displacing fluid and a pressure difference �P is applied between the inlet and outlet.
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FIG. 4. Displacing fluid relative permeability curves computed for the same 30 × 30 network as for Fig. 3
for several values of the fraction f of hydrophilic elements in the network. The curve at the far right in the
figure on the left corresponds to f = 0 (fully hydrophobic network). The curve at the far left in the figure on
the right corresponds to f = 1 (fully hydrophilic network). The curve corresponding to f ≈ 0.5 is represented
with a thicker black line.

In Fig. 4, the displacing fluid relative permeability, obtained with the above algorithm, is repre-
sented versus the capillary pressure for the fraction f of hydrophilic elements in the network varying
from 0 to 1 (with an increment of 0.1) for the same 30 × 30 network as for the capillary-pressure
curves computation (Fig. 3).

As for the capillary-pressure curves (Fig. 3), Fig. 4 illustrates the noticeable sensitivity of the
displacing fluid relative permeability to the hydrophilic elements fraction f . Again, it can be noted
that sensitivity to f is greater for f > fc (∼ 0.4) but still significant at all the values of f investigated
here. How this sensitivity is exploited is described in the next section.

IV. LOCAL CONTACT ANGLE DISTRIBUTION AS AN INVERSE OPTIMIZATION PROBLEM

The problem of determining the distribution of the local contact angle in the network is addressed
as an inverse optimization problem. The problem can be expressed as follows. Knowing the Kr (Pc)
and Pc(S) curves for a given network, can the local contact angle distribution in the network be
predicted? In this context, the direct problem is of course to compute the Kr (Pc) and Pc(S) curves
of the network under consideration. As for the direct problem (see Sec. III), the inverse problem is
solved using PNM.

To build and test the procedure, a 30 × 30 square network is generated with a specified value of
the fraction, f , of hydrophilic elements. The structure is that described in Sec. II: pore body and
throat sizes are randomly chosen according to a uniform distribution with rp min = 80 μm, rp max =
120 μm for the former and rt min = 20 μm, rt max = 40 μm for the latter. The lattice spacing is
a = 350 μm. This network is referred to as the reference network. It shall be viewed as the porous
medium to be characterized for which the experimental measurement of Qi(Pc) and Pc(S) would
have been performed in practice, and which local contact angle distribution is to be determined.
Since the local contact angle distribution considered in our model problem is bivalued, a wettability
label, 0 or 1, is assigned to each pore network element. The label is 1 when the element is hydrophilic
(θ = 80◦) and 0 when the element is hydrophobic (θ = 115◦).

The inverse problem is solved using an optimization method based on a searching algorithm,
which is a hybrid version of the genetic and hill-climbing algorithms [26–28]. The genetic algorithm
is a searching algorithm based on the biological evolution laws, including reproduction, mutation,
and natural selection. A population of individuals is first defined. In our case, the individuals are
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realizations of the pore network, that is, random spatial distributions of the wettability label in the
network (for a given fraction f of hydrophilic elements). Every individual has genes. A gene in the
pore network is the element wettability label. The aim of the algorithm is to identify the hydrophilic
elements fraction, f , via the minimization of a fitness function, which value is estimated from a
direct solution for each individual. The fitness function, denoted by φ(w), is an objective function
comparing the Kr (Pc) and Pc(S) curves obtained by direct simulation for the individuals to the
reference ones. Here, w is a vector which components are the wettability labels assigned to each
element, pore body or throat, in a network. The fitness function is defined as

� (w) =
n∑

j=1

|Krn−ref j − Krn−ind j (w)| +
n∑

j=1

|Sref j − Sind j (w)|, (8)

where n is the total number of pressure steps, Krn−ref j and Krn−ind j are the reference network and
individual relative permeabilities corresponding to the jth pressure increment, respectively; Sref j

and Sind j are the reference and individual saturations at the jth pressure increment.
The main steps of the algorithm can be summarized as follows.
The first step consists of generating a series of N0 parent realizations (N0 = 16 in this work)

of various hydrophilic elements fraction, f , to which evolutionary laws and natural selection are
applied. Since the hydrophilic elements fraction is the unknown to be determined, this fraction is
varied between 0 and 1 over the N0 parent realizations.

The relative permeability and capillary-pressure curves, together with the corresponding fitness
function, are computed for each individual parent. After this initialization procedure, the genetic
algorithm is executed according to the following steps:

(i) The natural selection is performed by randomly choosing a subset of N1 individuals among
the generation of individuals (here, N1 = 5). The two corresponding to the best fitness values are
selected.

(ii) Two evolutionary operators, namely crossover and mutation, are applied to the two parent
individuals. Crossover is the process by which the two selected parent individuals give birth to
a child realization by exchanging randomly wettability labels (genes). Mutation is an operation
applied separately to both selected parent realizations. It consists of altering genes (the wettability
labels). Mutations are generally supposed to happen rarely. In the present case, the mutation rate is
taken equal to 0.01. This means, for example for a 30 × 30 network containing 2640 elements (900
pore bodies and 1740 throats), that 9 pore bodies and 17 throats are selected randomly. Then, the
wettability labels of these 26 elements are specified randomly.

(iii) The Kr (Pc) and Pc(S) curves and the fitness values for the two children are computed and,
among the four individuals (the two parents and the two children), the two individuals having the
best fitness values are selected. They are kept to form the new generation.

(iv) Steps (i) to (iii) are repeated until there are no more individuals in the parent population and
a new generation of N0 individuals is formed.

(v) The process made of steps (i) to (iv) is iterated until convergence is reached. By convergence,
it is meant that the fitness of all the individuals from one generation to the following one does not
change by more than about 0.1%.

For all the cases under study in this work, 200 generations (iterations) were enough to reach
convergence at which the solution is estimated to be close to the global solution. Then, a new step
is performed using the hill-climbing algorithm.

The objective of the hill-climbing algorithm, which, like the genetic algorithm is a searching
algorithm, is to gradually modify the wettability distribution within a single individual so as to
refine the convergence toward the reference network wettability distribution. To this end, the hill-
climbing algorithm is operated on the best-fitted individual in the population obtained at the end
of genetic algorithm execution. The procedure is the following. An element is randomly selected
in the network. The wettability of this element is changed (from hydrophobic to hydrophilic if this
element is hydrophobic or conversely). The fitness function is then computed. If this results in a

104307-9



MAALAL, PRAT, PEINADOR, AND LASSEUX

−0.02 −0.01 0 0.01 0.02 0.03 0.04
0

0.2

0.4

0.6

0.8

1

Pc (bar)

K
r

Optimized
Reference

0 0.2 0.4 0.6 0.8 1
−0.02

0

0.02

0.04

S

P
c

(b
a
r)

Optimized
Reference

−0.02 −0.01 0 0.01 0.02 0.03 0.04
0

0.2

0.4

0.6

0.8

1

Pc (bar)

K
r

Optimized
Reference

0 0.2 0.4 0.6 0.8 1
−0.02

0

0.02

0.04

S

P
c

(b
a
r)

Optimized
Reference

−0.02 −0.01 0 0.01 0.02 0.03 0.04
0

0.2

0.4

0.6

0.8

1

Pc (bar)

K
r

Optimized
Reference

0 0.2 0.4 0.6 0.8 1
−0.02

0

0.02

0.04

S

P
c

(b
a
r)

Optimized
Reference

(a) (b)

(c) (d)

(e) (f)

FIG. 5. Comparison between the relative permeability curves (left column) and capillary-pressure curves
(right column) of the reference and optimized networks. (a), (b) f = 30%; (c), (d) f = 50%; and (e), (f)
f = 70%.

decrease of the value of the fitness function, then a small number (randomly chosen between 1
and 5) of hydrophobic elements are randomly selected among the hydrophobic elements and they
are changed into hydrophilic elements. This operation is repeated until the fitness function does
not decrease. The whole hill-climbing algorithm procedure is then repeated over and over again
until convergence, which is considered to be reached when the value of the fitness function does
not change by more than 0.1% over 20 successive iterations of the hill-climbing algorithm. At this
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TABLE I. Comparison between the fraction of hydrophilic elements in the reference network, f , and the
value, fo, identified with the optimization procedure.

f (%) fo (%) Error (%) Relative error (%)
(Reference network) (Optimization procedure) | fo − f | | fo− f |

f

10 11.59 1.59 15.9
20 22.74 2.74 13.7
30 29.7 0.3 1
40 38.07 1.93 4.81
50 51.78 1.78 3.56
60 59 1 1.66
70 68.56 1.44 2.06
80 79.74 0.26 0.33
90 89.15 0.85 0.94

point, the optimized value of f is denoted fo. and the corresponding network is referred to as the
optimized network.

V. RESULTS

Tests were first performed for three values of the hydrophilic elements fraction in a 30 × 30
reference network, namely f = 30, 50, and 70%. The comparison between the relative permeability
and capillary-pressure curves of the reference and optimized networks is reported in Fig. 5.

As can be observed, the optimization procedure leads to an excellent agreement between the
curves for the reference and optimized networks for the three values of f .

A similar agreement was obtained for other values of f over the whole range of f in the interval
f = 10%– f = 90%. The results on fo over this interval are reported in Table I, showing that the
optimization procedure allows retrieving the fraction of hydrophilic elements with a relative error
less than 16% on the whole range of f . This consistently confirms the excellent agreement on the
relative permeability and capillary-pressure curves depicted in Fig. 5.

The performance of the optimization procedure is further illustrated in Fig. 6, where the dis-
tribution of hydrophilic and hydrophobic elements in the reference and optimized networks are
compared. Of course, it is not expected that the optimization procedure leads to a one-to-one
matching regarding the localization of the hydrophilic elements in the reference and optimized
networks. The quality of the matching must be understood in a statistical sense. In other words,
the matching is satisfactory if the reference and optimized networks can be considered as two
realizations of the random process consisting here of distributing randomly the hydrophilic elements
in the network. Therefore, it should be clear that the solutions on the local distribution of the
wettability for the optimized network depicted in Fig. 6 are not unique. Repeating the optimization
procedure typically leads to the same value for f but generally to a different realization of the
optimized network. It is certainly possible to go deeper in a statistical analysis by comparing more
advanced statistical properties than simply the average, that is f . For instance, it could be tempting
to make use of the Minkowski functionals [41]. However, a detailed study of the statistics is left for
a more in-depth investigation in a future work. As such, the prediction of the fraction of hydrophilic
elements, f , is already a quite remarkable and interesting achievement representing a step forward
in the characterization of wettability properties of a porous material.

VI. DISCUSSION

Two macroscopic classical data, namely the displacing fluid relative permeability and the
capillary-pressure curves, were considered as input data for the optimization procedure to identify
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(a) (b)

(c) (d)

(e) (f)

(a) (b)

(c) (d)

(e) (f)

FIG. 6. Distribution of hydrophilic (in blue) and hydrophobic (in light gray) elements in the reference
network (left column) and optimized network (right column). (a), (b) f = 30%; (c), (d) f = 50%; and (e), (f)
f = 70%.

the hydrophilic elements fraction. As considered in Ref. [29] in the case of the throat size distribu-
tion (TSD) determination problem, it is possible to perform the optimization procedure considering
only one datum, either the capillary-pressure curve or the relative permeability curve. For the TSD
problem, it was found that considering both data led to the best results and that the consideration
of the capillary-pressure curve alone led to better results than the relative permeability curve alone.
For this reason, both data were considered in the present paper. Nevertheless, it would be interesting
to test the quality of the results when, for instance, the capillary-pressure curve alone is considered.
Conversely, it can be expected that considering more macroscopic data, such as for instance the
displaced fluid relative permeability in addition to the displacing fluid relative permeability and the
capillary pressure should improve the results.
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The optimization procedure was investigated here considering a 2D network. The question arises
as to whether similar results can be expected with 3D networks. Some indications on this point
can be obtained from the PNM simulation results presented in Ref. [6], where computations of
the capillary pressure and relative permeability are presented for a 3D cubic network featuring
various fraction of hydrophilic pores. A crucial point is of course that the macroscopic data, i.e.,
the capillary-pressure curve and/or the relative permeability curve are sensitive to the wettability
variations. In this respect, it can be observed from Figs. 3 and 4 that the curves sensitivity to f is
more significant for f > 40% than for f < 40%. A similar observation can be made regarding the
3D simulation results presented in Ref. [6] where a critical value fc( fc ∼ 0.48) was introduced. Fur-
thermore, in this reported work, the sensitivity to f was still less pronounced for f < fc than for the
case considered in the present paper. This is an indication that the local wettability characterization
method could be less accurate for f < fc than for f > fc. This is consistent with the results reported
in Table I showing a somewhat greater relative error for f < 0.4. However, it can be noticed from
Table I that the predictions of f are still very satisfactory in the range f < 0.4 where sensitivity
decreases. As discussed in some detail in Ref. [6], fc corresponds to the network percolation
threshold [42]. In the context of percolation theory, the distribution of the hydrophilic elements
considered in the present work is a mixed bond-site percolation problem since the wettability of
both the throats (bonds) and pore bodies (sites) is varied. The percolation threshold, fc, corresponds
to the smallest fraction of hydrophilic elements for which a percolating path of hydrophilic elements
exists between the network inlet and outlet. According to percolation theory [42], the greater the
coordination, i.e., the number of pore bodies to which a pore body is connected, the lower is the
network percolation threshold. The coordination number in real porous media can be expected to be
greater than that of the square network considered in the present study (i.e., 4) or the cubic network
considered in Ref. [6] (i.e., 6). In other words, the method of characterization proposed here can
thus be expected to be accurate over the full range of f when applied to a real porous medium.
To summarize, the method proposed here can certainly be envisaged as a promising one to identify
the hydrophilic pore fraction in 3D. It should be noted that the analysis was carried out using a
single pair of relative permeability and capillary-pressure curves that were supposed to be obtained
under quasistatic conditions, i.e., for an exceedingly small capillary number. Some additional data,
obtained, for instance, with a small but finite capillary number, which would require taking viscous
effects into account in the model, could also be considered to better constrain the inverse procedure
and improve the estimation of f .

Another concern lies in the wettability distribution under consideration both in terms of spatial
scale and of local contact angle distribution. In the present study, a Boolean distribution was
considered, corresponding to only two values of the contact angle. Also, as illustrated in Fig. 2
(see Refs. [6,8] as well), the change in the contact angle has a significant impact on the capillary
equilibrium pattern when one value of the contact angle corresponds to hydrophilicity and the
other to hydrophobicity. The capillary-pressure and relative permeability curves sensitivity to f is
expected to be less when both contact angle values correspond to either hydrophilicity [for instance
θ = (20◦, 60◦)] or hydrophobicity [for example θ = (115◦, 150◦)]. In this respect, the method is
likely to be more efficient when the change in the wettability is around the wettability transition
marking a significant change in the displacement pattern [43], as considered in the present study.
In addition, it would be interesting to explore the capabilities of the method for more complex
situations than the one considered in the present article. For example, in direct continuation with this
work, it would be of interest to consider the case where the local contact angle value is distributed
over a given range, for instance between 80 ° and 115 °. The latter case could correspond to a gradual
change in the wettability rather than an abrupt change from 115 ° to 80 °. Also, it has been reported
that in practical situations of a GDL for instance, the spatial distribution of the PTFE coating can
be quite heterogeneous but different from purely random, with PTFE present in the regions of the
porous medium adjacent to its surface and nearly no PTFE deeper in the medium [44]. In other
words, strong spatial correlations can exist in the local contact angle distributions and they are
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expected to have an impact on the relative and capillary-pressure curves. Therefore, it would be
interesting to test the optimization method for this kind of situation as well.

A somewhat crude simplification sustaining the current approach was to consider a spatially
uniform contact angle at the scale of each network element. In many situations, the local contact
angle can vary within a pore body or throat. In this case, the characterization method considered
in the present work could be used to determine the apparent contact angle associated with each
network element. This apparent contact angle would reflect the contact angle spatial variations at the
scale of the element. A much more ambitious approach would be to extent the method considering
direct numerical simulations [32,33] instead of PNM simulations for computing the two-phase
displacements. However, this would be dramatically more demanding in terms of computational
resources. Furthermore, computation of quasistatic flows, i.e., two-phase flows at very low capillary
numbers, with this type of method, is still an active research area [45,46].

As a final remark, it should be pointed out that the validation of the method on real porous
media still represents a challenge. This stems from the fact that the local contact angle distribution
cannot be obtained from commonly used experimental methods. An option could be to determine the
contact angle distribution from the visualization of the fluid distribution and of the menisci inside
the pore space [47]. Nevertheless, regardless of the difficulty for characterizing the local contact
angle from the menisci shapes [22], it may also be difficult to obtain the contact angle distribution
over a large enough region of the pore space with this method. A simpler validation test would be
to use microfluidic devices of controlled patterned wettability [48].

VII. CONCLUSION

In this work, a method dedicated to the identification of the wettability distribution within the
pore space of a porous medium was proposed. The procedure combines two-phase flow pore
network direct simulations and genetic and hill-climbing algorithms for the identification of the
wettability properties treated as an inverse optimization problem. The minimization procedure relies
on a fitness function involving the relative permeability of the displacing phase and the capillary-
pressure curves. The method was validated on a model problem where the network elements feature
a Boolean contact angle, i.e., are either hydrophilic or hydrophobic. Results show that the fraction
of the hydrophilic pore bodies and throats is properly identified testifying to the relevance of the
approach to characterize the macroscopic wettability behavior of the medium and to provide a
representative local contact angle map. Tests were successfully carried out on several media, which
wettability properties are ranging from fully hydrophilic to fully hydrophobic. The very promising
capabilities of the method opens wide perspectives for the characterization of wettability properties
in more complex situations.
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