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Effect of finite-rate catalysis on wall heat flux prediction in hypersonic flow
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This work deals with the simulation of hypersonic flows past a copper sphere by using
a finite-rate catalysis model coupled with either a state-to-state (StS) or a multitemper-
ature thermochemical nonequilibrium approach. Without detailed state-specific data for
copper catalytic recombination, molecules formed on the surface are described with three
different statistics: one reproducing the incoming distribution, one considering a uniform
distribution, and the third populating only the highest vibrational level. Following recent
experimental and theoretical results, very high enthalpy and very low pressure conditions
have been considered. The finite-rate partial catalysis model provides results that are
closer to the experimental ones than those obtained by a fully catalytic approach. The
multitemperature model shows better agreement with experiments, whereas among the StS
catalytic approaches the outcomes have shown that the surface recombination on only the
highest energy level gives more accurate results.

DOI: 10.1103/PhysRevFluids.6.033201

I. INTRODUCTION

A space capsule entering planetary atmosphere at hypersonic speed represents a well-known
system in which strong chemical and thermal nonequilibrium conditions affect the shock wave
structure and surface heat flux [1,2]. These are fundamental quantities required for the design of
an efficient thermal protection system (TPS) of an atmosphere-entering vehicle [3,4]. Moreover, in
recent years this problem has become of interest to estimate the danger due to uncontrolled bodies,
such as debris [5] and meteoroids [6,7] entering the atmosphere.

Flow conditions downstream of the shock wave occurring in front of a body flying in a hypersonic
regime at an altitude between 80 and 50 km [8] show high values of pressure (≈ 1 atm) and
temperature (>10 000 K), conditions that are very difficult for any kind of material to withstand.
To ensure that the heat shield is designed properly, an accurate prediction of the wall heat flux is
mandatory. The effective heat flux reaching the vehicle surface has to be evaluated, taking into
account radiative heating as well as conducting and convective contributions; radiative heating
dominates in the case of superorbital reentry [9]. The heat flux is strongly dependent on the energy
stored in the chemical processes and in internal degrees of freedom [10], on the one hand reducing
the shock wave temperature, and on the other hand increasing the radiative heating. Ground test
facilities (hypersonic wind tunnels) [11,12], which are devoted to reproducing in a laboratory the
same conditions encountered during atmospheric entry, have very high operational costs. However,
flows created in hypersonic wind tunnels, which are capable of reproducing pressure and temper-
ature in the upper atmosphere, are in strong thermal and chemical nonequilibrium [13,14]. On
the other hand, instrumented flight tests [15,16] have extremely high costs, considering that only
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some quantities, such as the stand-off distance, the heat flux, and the body pressure profile, can be
measured.

In this context, affordable numerical modeling is a primary factor in reducing the costs of the
design procedure, and in investigating and predicting the conditions for an entry vehicle. Moreover,
modeling can provide a deeper insight into the fundamental chemical-physical processes during
vehicle reentry.

The most popular approach to accounting for thermochemical nonequilibrium is the multitemper-
ature model [2], which considers the rotational and translational degrees of freedom in equilibrium
at a common rotranslational temperature (T ), whereas vibrational and electronic modes follow a
Boltzmann internal distribution but at different temperatures (Tv and Te). To account for the effects
of thermal nonequilibrium on chemical reactions, Arrhenius rates are evaluated at an effective
temperature calculated as the weighted geometrical mean of T and Tv . However, the assumption
of having a Boltzmann distribution for vibrational and electronic excitation is not always verified,
and it can lead to important inaccuracies in the evaluation of reaction rates [17]. To overcome
this issue, the state-to-state (StS) approach [18,19] follows the evolution of each internal level,
thus it can approximate their effective distribution. Such a capability incurs a larger computational
cost than the multitemperature model does [20], and it requires large sets of rate coefficients
resolved by the internal state in a wide temperature range [21–24] these data are available only
for a limited number of processes. So far, very few multidimensional StS simulations have been
performed [20–25]. Specifically, thanks to a message passing interface–compute unified device
architecture (MPI-CUDA) implementation, the authors have been able to perform two-dimensional
(2D) StS simulations on a GPU cluster [17–26] using a reasonable amount of computational time,
comparable to that needed by a CPU parallel computation implementing a multitemperature model.
A data parallelism approach with a single-program multiple data method (SPMD) and no task-based
parallelism is employed. Multi-GPU computations are realized by using CUDA for running on
GPUs, and MPI for data communications among GPUs (see Refs. [26–28]).

While in previous works [17–26] the authors focused their attention on the ability of the Park and
StS models to predict the stand-off distance (a quantity often measured in experiments [29]), the
present paper deals with an evaluation of wall heat flux. This is the most important quantity needed
to properly design the TPS of a space capsule, and it is strictly related to the thermochemical model.

Recently, a test campaign commissioned by NASA was performed at the Italian Aerospace
Research Centre (CIRA) using the SCIROCCO Plasma Wind Tunnel, an arc jet facility able to
generate high enthalpy–low pressure hypersonic flows of large dimension [30]. Differently from
past experiments (see Fig. 1 in Ref. [30]), these tests considered very high enthalpy and very low
pressure in order to simulate superorbital entry.

A copper hemispherical probe was used to measure heat flux and pressure at the wall. Such
measurements were used as a reference to assess the ability of numerical simulations to reproduce
the experimental results. The CIRA group employed both a computational fluid dynamics (CFD)
Navier-Stokes (NS) solver [31] and a direct simulation Monte Carlo (DSMC) code [32]. The results
obtained by Cinquegrana et al. [30] solving the NS equations, with a fully catalytic wall, showed
important deviations from the experiments (between 38% and 46.8%), overestimating the heat
flux. To explain the mismatch, Cinquegrana et al. [30] argued that the continuum hypothesis was
not satisfied, so they performed a further analysis with a DSMC approach (with a fully catalytic
wall). They obtained better agreement, but the deviations were still significant (between 13.4%
and 23.4%). It is important to notice that in such flow conditions, the Knudsen number is in the
range of the continuous regime [33], making the use of the Navier-Stokes equation indeed effective.
To bridge the gap, a further hypothesis was introduced by Cinquegrana et al. [30] assuming the
copper surface in a partial catalytic condition and carrying out a parametric study by varying the
recombination coefficient for both the NS and the DSMC computations. The results showed that,
with a proper recombination coefficient, both NS and DSMC provide heat fluxes in agreement with
the measured ones.
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From such a study, it seems more reasonable that deviations from experimental findings are
mainly due to the fully catalytic assumption, an unrealistic hypothesis for such flow conditions.
As a consequence, a more accurate finite-rate catalysis model is required to enhance the prediction
capability of the CFD solver.

To understand if the use of a more accurate thermochemical nonequilibrium model can play an
important role in predicting the heat flux at the wall in such extreme conditions, the present work is
intended to investigate the experimental tests in Ref. [30] by solving the NS equations with both the
Park and the StS model, employing a more realistic finite-rate catalysis model [34].

It should be pointed out that in these conditions, ionization and electronic excitation could make
a non-negligible contribution [35–37], and the shock wave can be affected by chemi-ionization
processes as for hydrogen [38]. These aspects will be investigated in the future.

II. GOVERNING EQUATIONS AND NUMERICAL METHOD

High enthalpy flows are investigated by solving the Navier-Stokes equations for a reacting neutral
air mixture (N2, O2, NO, N, and O) in an axial symmetric configuration. Single-component diffusive
coefficients have been computed by using Gupta’s [39] curve fits, whereas mixture properties have
been evaluated with classical mixing rules [40–42]. Regarding thermochemical nonequilibrium, the
Park model considers 5 species, 17 reactions, and 3 transport equations for vibrational energies of
N2, O2, and NO. On the other hand, the StS approach considers 68 vibrational levels for N2, 47 for
O2, and only the ground state for NO.

Equations are solved by using a finite-volume solver with a multiblock structured body-fitted
mesh. Convective terms of the frozen Navier-Stokes equations are solved by employing Steger-
Warming [43] flux vector splitting with a second-order MUSCL reconstruction, whereas the Gauss
divergence theorem with a linear interpolation is employed to compute the derivatives of viscous
terms. An operator splitting approach is employed to separate fluid dynamics from stiff chemical ki-
netics. Time integration of the frozen equations is performed by employing an explicit Runge-Kutta
scheme, whereas stiff chemical kinetics is handled by using an implicit Gauss-Seidel algorithm.

More details on equations, models, and the high-performance computing approach can be found
in Refs. [17,26–28,44].

A. Heterogeneous catalysis model

To account for a partially catalytic wall, a finite-rate model has been employed. Inspired by the
work of Armenise et al. [34], the finite-rate catalytic model considers the following heterogeneous
processes:

(i) Atom chemisorption (ch) on an active site ∗ to form an adatom A∗,

N+∗ → N∗, (1)

O+∗ → O∗; (2)

(ii) molecule chemisorption (chdm),

N2 + 2∗ → N∗ + N∗, (3)

O2 + 2∗ → O∗ + O∗, (4)

NO + 2∗ → N∗ + O∗; (5)

(iii) the Eley-Rideal recombination mechanisms (ER),

N + N∗ → N2+∗, (6)
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O + O∗ → O2+∗, (7)

N + O∗ → NO+∗, (8)

O + N∗ → NO+∗; (9)

(iv) the Langmuir-Hinshelwood recombination mechanisms (LH),

N∗ + N∗ → N2 + 2∗, (10)

O∗ + O∗ → O2 + 2∗, (11)

N∗ + O∗ → NO + 2∗; (12)

(v) the thermal desorption mechanism (td),

N∗ → N+∗, (13)

O∗ → O+∗. (14)

The law of mass action provides the rate equations for [N∗] and [O∗],

d[N∗]

dt
= [N][S]kN

ch + 2[N2][S]2kN2
chdm + [NO][S]2kNO

chdm

− [N][N∗]kNN
ER − [O][N∗]kON

ER − 2[N∗][N∗]kNN
LH

− [N∗][O∗]kNO
LH − [N∗]kN

td, (15)

d[O∗]

dt
= [O][S]kO

ch + 2[O2][S]2kO2
chdm + [NO][S]2kNO

chdm

− [O][O∗]kOO
ER − [N][O∗]kNO

ER − 2[O∗][O∗]kOO
LH

− [N∗][O∗]kNO
LH − [O∗]kO

td, (16)

where ([S] = [S0]-[N∗]-[O∗]) is the number of unoccupied sites per unit area, and [S0] is the number
of active sites per unit area, where reaction rate coefficients are expressed in the Arrhenius form
as given in Refs. [34,45]. For an efficient implementation of finite-rate catalytic wall boundary
conditions, atomic recombination coefficients of species A and B have been employed:

γAB = Flux of atoms recombining at the surface

Flux of atoms impinging on the surface
. (17)

In the present work, four recombination coefficients have been considered, i.e., γNN due to the
heterogeneous processes (3), (6), and (10), γOO due to (4), (7), and (11), and γNO and γON due to
(5), (8), (9), and (12), whose expressions are therefore [34]

γNN = 2
( − [N2][S]2kN2

chdm + [N][N∗]kNN
ER + [N∗]2kNN

LH

)
ZN

, (18)

γOO = 2
( − [O2][S]2kO2

chdm + [O][O∗]kOO
ER + [O∗]2kOO

LH

)
ZO

, (19)

γNO =
( − [NO][S]2kNO

chdm + [N][O∗]kNO
ER + [O][N∗]kON

ER + [N∗][O∗]kNO
LH

)
ZN

, (20)

γON =
(−[NO][S]2kNO

chdm + [N][O∗]kNO
ER + [O][N∗]kON

ER + [N∗][O∗]kNO
LH

)
ZO

, (21)
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where ZA = [A]
√

kT/(2πmA), with A = N,O, k is the Boltzmann constant, and m is the atomic
mass. In this work, a copper surface has been considered for which N2 and NO cannot be
chemisorbed [34], therefore Eqs. (15), (16), (18), (20), and (21) become

d[N∗]

dt
= [N][S]kN

ch − [N][N∗]kNN
ER − [O][N∗]kON

ER

− 2[N∗][N∗]kNN
LH − [N∗][O∗]kNO

LH − [N∗]kN
td, (22)

d[O∗]

dt
= [O][S]kO

ch + 2[O2][S]2kO2
chdm − [O][O∗]kOO

ER

− [N][O∗]kNO
ER − 2[O∗][O∗]kOO

LH − [N∗][O∗]kNO
LH

− [O∗]kO
td, (23)

γNN = 2
(
[N][N∗]kNN

ER + [N∗]2kNN
LH

)
ZN

, (24)

γNO =
(
[N][O∗]kNO

ER + [O][N∗]kON
ER + [N∗][O∗]kNO

LH

)
ZN

, (25)

γON =
(
[N][O∗]kNO

ER + [O][N∗]kON
ER + [N∗][O∗]kNO

LH

)
ZO

. (26)

In the case of the StS model, three approaches have been considered to determine the distribution of
the desorbed molecules. In the first approach (named StS-1), γNN(l ), where l is the lth vibrational
level, is computed as γNN(l ) = γNN

ρN2 ,l

ρN2
, whereas

γOO(l ) =
2
( − [O2,l ][S]2kO2

chdm + (
[O][O∗]kOO

ER + [O∗]2kOO
LH

) ρO2 ,l

ρO2

)
ZO

. (27)

In the second approach (named StS-2), a uniform vibrational distribution has been considered,
i.e., γNN(l ) = γNN/68 and γOO(l ) = γOO/47. In the third approach (named StS-3), the global
recombination coefficients have been assumed to populate only the highest vibrational level.

Therefore, the recombination coefficients are used to compute the wall normal species derivatives
at the wall [34], which in the most general case read

∂YN

∂n

∣∣∣
w

=
(∑

l

γNN(l ) + γNO

)
YN

DN

√
kT

2πmN
, (28)

∂YN2 (l )

∂n

∣∣∣∣∣
w

= −γNN(l )

DN

√
kT

2πmN
YN, (29)

∂YO

∂n

∣∣∣
w

=
(∑

l

γOO(l ) + γON

)
YO

DO

√
kT

2πmO
, (30)

∂YO2 (l )

∂n

∣∣∣
w

= −γOO(l )

DO

√
kT

2πmO
YO, (31)

∂YNO(l )

∂n

∣∣∣
w

= −γON

DO

√
kT

2πmO
YO − γNO

DN

√
kT

2πmN
YN, (32)

where Y and D are the mass fraction and the mixture component diffusion coefficient, respectively.
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TABLE I. Experimental test conditions [30].

Test ID H0 (MJ/kg) P0 (bar) pexit (mbar) qprobe (kW/m2) pprobe (mbar)

396 23.8 2.5 0.24 1543 17.9

III. THE COMPUTATIONAL SETUP

The computational setup rebuilds the experimental one carried out at CIRA [30] in the
SCIROCCO Plasma Wind Tunnel. The test case considered in this work is the one identified with
the ID number 396 in the work of Cinquegrana et al. [30] (see Table I). The stagnation enthalpy and
the stagnation pressure are, respectively, H0 = 23.8 MJ/kg and P0 = 2.5 bar. The conical nozzle
has a divergent section 3.1 m long and an exit diameter equal to 1.1 m. At 37.5 cm from the nozzle
exit section, a water-cooled hemispherical copper probe, with a diameter (D) of 10 cm, is located on
the jet centerline. The probe wall temperature is fixed at Tw = 300 K. Unlike the multitemperature
Park approach, StS models do not impose vibrational temperatures at the wall since they come out
from vibrational levels of recombining molecules.

The hypersonic nozzle flow and the hypersonic flow past the probe have been simulated sepa-
rately. Differently from the probe, the nozzle has been simulated by considering a noncatalytic wall
at Tw = 300 K. To characterize the flow conditions at the probe location, a longer divergent section
(3.5 m) has been considered. Such conditions have been employed as inflow for the simulation of
the probe (see Table II), to take into account the strong thermal and chemical nonequilibrium at the
nozzle exit [13].

By considering freestream conditions provided by the Park model, the Knudsen number has been
evaluated under the assumption of a Maxwellian-Boltzmann distribution of molecules for which

Kn = λ

D
= M

ReD

√
πcp

2cv

= 9.7 × 10−3, (33)

where λ is the mean free path, D is the probe diameter, M is the freestream Mach number, ReD is
the Reynolds number, and cp and cv are the specific heat at constant pressure and constant volume,
respectively. The Knudsen number is equal to 9.7 × 10−3, smaller enough than 0.03, which is the
upper limit for the continuous regime [33], therefore the use of the Navier-Stokes equations is
effective.

The stagnation flow conditions for the nozzle simulation have been evaluated by a 0D air
equilibrium computation with fixed H0 and P0. Taking advantage of the axial symmetric conditions,
a half nozzle has been simulated by using a computational grid that includes 280 × 72 fluid cells,

TABLE II. Freestream conditions for probe calculations.

Parameter Park StS

H0 (MJ/kg) 23.8 23.8
P∞ (Pa) 18.34 15.85
u∞ (m/s) 5055 4906
T∞ (K) 560.7 449.9
ρ∞ (kg/m3) 8.092 × 10−5 8.504 × 10−5

YN2,∞ 5.806 × 10−1 5.468 × 10−1

YO2,∞ 4.263 × 10−8 3.871 × 10−7

YNO,∞ 1.489 × 10−5 1.302 × 10−11

YN,∞ 1.895 × 10−1 2.204 × 10−1

YO,∞ 2.298 × 10−1 2.327 × 10−1
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FIG. 1. Nozzle flow: gas rototranslational temperature contour plot obtained by using both the Park (top)
and the StS (bottom) models.

whereas a quarter of a sphere is simulated by using a computational grid, which includes 228 × 393
fluid cells with a finer resolution both near the wall and the curved shock region.

IV. RESULTS

Figure 1 shows the gas rototranslational temperature contour plot inside the nozzle obtained by
using both the Park and the StS model: StS provides a lower temperature in the divergent part of the
nozzle. As shown in Fig. 2, along the nozzle centerline Park and StS models provide qualitatively
similar temperature profiles for rototranslational and nitrogen molecule vibrational mode but a quite
different vibrational temperature of oxygen molecules (T O2

v ). Both models show a much higher
vibrational temperature of nitrogen molecules (T N2

v ) with respect to the gas temperature. On the
other hand, the Park model provides an extremely low vibrational temperature of oxygen molecules
in the divergent section (about 9 K at x = 3.5 m), whereas a T O2

v higher than the gas temperature
but lower than T N2

v is given by the StS model. The StS results can lead to the wrong conclusion

FIG. 2. Nozzle flow: rototranslational temperature, vibrational temperature, and Mach number profiles
along the nozzle axis.
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(a ) (b)

FIG. 3. Nozzle flow distributions at x = 3.5 m along the axis: (a) N2 and O2 populations; (b) actual to
Boltzmann ratio.

that thermal nonequilibrium is larger for nitrogen molecules. However, looking at the distributions
shown in Fig. 3(a), it is evident that at x = 3.5 m both oxygen and nitrogen molecules show a
significant overpopulation of high-energy levels that is even larger for oxygen, as highlighted by
the ratio between the computed distribution and the Boltzmann one [see Fig. 3(b)]. This behavior
is a consequence of the larger oxygen atom concentration that, on the one hand, speeds up the
thermalization of the low vibrational levels of O2 through vT (vibration-translation) processes,
and on the other hand, increases the recombination that is responsible for the overpopulation of
the distribution tail. The different behaviors of the two models could be attributed to the way the
recombination energy is assigned to the vibrational degree of freedom, explaining also the bump in
its vibrational temperature. Figures 4(a) and 4(b) show that species mass fractions become frozen
in the divergent section with some exceptions: the Park model shows a further dissociation of

(a ) (b)

FIG. 4. Nozzle flow: species mass fractions along the axis: (a) linear scale, (b) log scale.
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TABLE III. Nozzle axial exit pressure (at x = 3.1 m): experiments, Park and StS with noncatalytic wall
and Ref. [30]. Probe stagnation pressure and heat flux at stagnation point obtained as follows: experimentally,
by the partially catalytic model: Park, StS-1, StS-2, and StS-3 (StS models differ only for catalytic condition
on the probe wall); by a fully catalytic (FC) approach at the sphere wall: Park, by Cinquegrana et al. [30]: Park,
DSMC.

Expt.
Park

(err. %)

StS/

StS-1
(err. %)

StS-2
(err. %)

StS-3
(err. %)

Park FC
(err. %)

Ref. [30]
Park FC
(err. %)

Ref. [30]
DSMC FC

(err. %)

pexit

(mbar)
0.24 0.2483

(3.46%)
0.2153

(10.3%)
0.24 (0%)

pprobe

(mbar)
17.9 18.49

(3.30%)
18.13

(1.28%)
18.16

(1.45%)
18.20

(1.66%)
19.03

(6.31%)
18.9

(5.59%)
19.0

(6.14%)
qprobe

(kW/m2)
1543 1708

(10.8%)
1873

(21.38%)
1816

(17.69%)
1774

(14.97%)
2160

(39.99%)
2211

(43.29%)
1750

(13.41%)

oxygen molecules upon approaching the exit, whereas the StS model predicts dissociation of NO
molecules. The oxygen dissociation observed approaching the exit predicted by the Park model
causes a large reduction of T O2

v due to the chemical contribution to the vibrational temperature
source term. The lower vibrational temperature of oxygen with respect to nitrogen as well as the
larger nonequilibrium of the distribution tails are a consequence of its larger dissociation degree,
which increases the speed of low-energy state relaxation through vT by atoms and at the same time
increases recombination in high-energy levels.

Table III shows the values of the nozzle axial exit pressure (at x = 3.1 m) of the probe stagnation
pressure and of the heat flux at the stagnation point obtained experimentally and by the computa-
tional approaches. With regard to the sphere, a fully catalytic (FC) computation was also performed
by using the multitemperature model, thus the results of Cinquegrana et al. [30] are also given for
comparison. The Park model predicts a pressure value at the nozzle exit that is very close to the
experimental one, whereas a smaller value is provided by the StS approach. A better agreement of
the partial catalytic Park model with experimental findings has also been found in terms of heat
flux. Among the three StS approaches, the StS-3, which assumes that recombination at the wall
populates only the highest energy level, provides better results in terms of heat flux at the stagnation
point. Concerning the value of stagnation pressure, all models provide quite good results. It is also
evident that the fully catalytic approach strongly overestimates the heat flux at the sphere wall, thus
showing that in this case involving a very low wall temperature, the FC assumption is not realistic,
as confirmed by the results of Cinquegrana et al. [30] given in Table III.

Table IV shows the heat flux evaluated at three different azimuthal angles (0◦, 30◦, 60◦). Again,
the partial catalytic Park model shows a better agreement with experiments. However, all models
present larger deviations at increasing angles.

TABLE IV. Heat flux (kW/m2) on the sphere wall at different azimuthal angles.

Deg Expt. Park (err. %) StS-1 (err. %) StS-2 (err. %) StS-3 (err. %) Park FC (err. %)

0 1543 1708 (10.69%) 1873 (21.38%) 1816 (17.69%) 1774 (14.97%) 2160 (39.99%)
30 1139 1319 (15.80%) 1448 (27.13%) 1401 (23.00%) 1383 (21.42%) 1689 (48.29%)
60 486 591 (21.60%) 666 (37.04%) 651 (33.95%) 647 (33.13%) 812 (67.08%)
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TABLE V. Decomposition of the total heat flux (kW/m2) and relative contribution at the stagnation point
in rototranslational, diffusive, and vibrational contributions.

Park StS-1 StS-2 StS-3 Park FC

rototranslational 1082 1213.3 1516.0 1763.8 1146.6
(% contribution) (63.34%) (64.78%) (83.48%) (99.41%) (53.07%)
diffusive 606.10 660.17 300.0 10.38 1000.5
(% contribution) (35.48%) (35.25%) (16.52%) (0.59%) (46.31%)
vibrational 20.18 13.3
(% contribution) (1.18%) (0.62%)

Finally, Table V provides values of different contributions to the total heat flux. Indeed, the total
heat flux can be decomposed into a rototranslational contribution given by the Fourier law,

qtw = λt∇T |w · nw, (34)

a vibrational contribution (only for the Park model),

qvw
=

∑
m

λvib,m∇Tv,m|w · nw, (35)

and a diffusive contribution due to catalytic recombination at the wall,

qdw
=

∑
s

∑
l

hs,lρDs∇Ys,l |w · nw, (36)

where T and Tv,m are the rototranslational and the vibrational temperature, respectively; ρ is the
gas density; λt and λvib,m are the rototranslational and the vibrational conductivity, respectively; hs,l

is the specific enthalpy including translational-rotational, vibrational, and formation contributions;
Ds is the mixture component diffusion coefficient; Y is the mass fraction; and m, s, and l are the
generic molecule, the generic component, and the generic vibrational level, respectively. Again, it is
evident that the FC assumption is not valid because an important contribution to the overestimation
of the total heat flux is given by the diffusive flux with about 46% of the total. With regard to the
partial catalytic approach, the rototranslational Fourier contribution is the most important for all
models considered. However, for both the Park and the StS-1 approaches, the diffusive contribution
is very important, being equal to about 35%, whereas it is lower, about 17%, in the case of the StS-2
approach, and negligible (less than 1%) when the StS-3 model is employed. Finally, the vibrational
contribution, provided only by the Park model, is negligible.

Among state-to-state models, StS-3 gives better results because in populating the highest vibra-
tional level, it reduces the diffusive contribution of the heat flux at the wall (see Table V), which
seems to be the one that is overestimated by all the models. However, StS coefficient uncertainties
have an impact on gas composition that determines the amount of atoms that can potentially
recombine at the wall, thus having an important effect on chemical heat flux.

Figures 5(a) and 5(b) show that the pressure contour plots obtained by using the different
approaches considered in this work are almost the same. Stagnation line temperature profiles
provided in Figs. 6(a) and 6(b) show a smeared shock wave and a postshock rototranslational gas
temperature of about 10 000 K with a higher value provided by the Park model. As in the case
of the nozzle flow, significant differences emerge between the vibrational temperature obtained by
using the Park and the StS approach. The Park model provides a nitrogen vibrational temperature
that increases in the thermal boundary layer up to about 20 000 K before being imposed to 300 K
at the wall. Such behavior is due to nitrogen recombination, which is taken into account in the
chemical part of the vibrational temperature source term. With regard to the StS approaches [see
Fig. 6(b)], the oxygen vibrational temperature shows a smaller relaxation time than the nitrogen
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FIG. 5. Flow past a sphere: pressure contour plot: (a) Park and StS-1; (b) StS-1 and StS-3.

one by almost following the gas rototranslational temperature across the shock wave. However,
downstream of the shock, T O2

v decreases more quickly than the gas temperature in the case of the
StS-1 approach, whereas it is closer to the translational temperature when the StS-3 approach is
employed. An intermediate behavior is provided by the StS-2 model. On the other hand, the nitrogen
vibrational temperature remains almost frozen in the shock layer for all StS models. It is also very

(a )

1 2

3

4

(b)

FIG. 6. Flow past a sphere: stagnation line temperature profiles. Points 1, 2, 3, and 4 show the location
along the stagnation line where vibrational distributions have been evaluated (see Figs. 9 and 10).
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(a ) (b)

FIG. 7. Flow past a sphere: stagnation line mass fractions: (a) comparison with Park; (b) comparison among
StS models.

important to note that when the StS models are employed, vibrational temperature is not fixed at the
wall, and a strong nonequilibrium is observed.

Figures 7(a) and 7(b) show the mass fraction profiles along the stagnation line obtained by using
the different models. Figure 7(a) shows that the StS-1 model predicts a larger recombination of N2

and O2, whereas it predicts a smaller recombination of NO with respect to the Park model. On the
other hand, when the StS-3 model is employed, O2 is not formed at the wall [see Fig. 7(b)], but there
is a larger NO recombination at the wall with respect to the one provided by the StS-1 approach.
Intermediate outcomes are provided by the StS-2 model.

Recombination coefficients along the wall as a function of the azimuthal angle are shown in
Fig. 8. The StS-1 model provides the larger γNN and γNO, whereas the StS-3 model provides the
smaller ones. The opposite behavior is shown for γOO and γON. The Park model provides a γNN very
close to the optimum value of 0.03 suggested by Cinquegrana et al. [30].

Stagnation line populations of N2 and O2, obtained by using the StS-1 approach, are given in
Figs. 9(a) and 9(b); the actual to Boltzmann ratio is also shown in the inset. Populations have been
evaluated along the stagnation streamline and downstream of the shock wave at probes 1, 2, and 3,
whose locations are given in Fig. 6(b). N2 shows a strong deviation from the Boltzmann distribution
just downstream of the shock wave, whereas O2 follows a Boltzmann distribution downstream of
the shock wave, but it is far from Boltzmann in the thermal boundary layer. It should be noted that
the azimuthal angular dependence of the distributions along the surface is negligible in the range
0◦–60◦, where thermal flux sensors are positioned.

To put in evidence the effects of the wall recombination model on the population of vibrational
levels, Fig. 10 depicts N2 and O2 vibrational distributions computed at three points along the stagna-
tion line [see Fig. 6(b)]: at the wall (x4 = 0), inside the thermal boundary layer (x3 = −0.069 cm),
and at its limit, fixed at x2 = −0.526, where the gradient of the species concentration becomes
negligible. In this last point, the effects of the wall recombination model are practically negligible,
while large differences among the three models are observed inside the boundary layer. The
contribution of atomic nitrogen recombination is small because its mass fraction close to the wall
is below 2% (see Fig. 7). This behavior is reflected in the distribution, and the effects of the wall
recombination are more pronounced in O2 than in N2 vibrational populations. Indeed, only the
distributions at the wall for the StS-2 model show overpopulated tails for v > 20, while differences
between StS-1 and StS-3 are small, with a slight overpopulation of high-energy levels (v > 35) at
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(c) γNO
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(d) γON

FIG. 8. Flow past a sphere: wall recombination coefficients as a function of the azimuthal angle θ [deg].

the wall. This result leads to the conclusion that the thermalization in the gas phase due to VV
(vibration-vibration) and vT dominates in the boundary layer.

The O2 vibrational distributions are strongly affected by the wall recombination model, and
the shape of the distribution tail is a result of the balance between recombination and vTa
(vibration-translation with atom) depletion. In the case of StS-1, no contribution comes from wall
recombination because the exit distribution is the same as the impinging one. Because the StS-2
model distributes the molecules formed on the surface homogeneously, the distribution tail is almost
flat at the wall, while at x3 it is depleted by vT . On the other hand, the StS-3 model populates the last
vibrational level, and these molecules are redistributed to lower v by vT . As a result, more energy
is trapped in the vibrational levels, with the consequence of less energy transferred to the wall and a
higher oxygen atom fraction, due to the rapid dissociation from highly excited states, and, therefore,
reducing also the diffusive heat flux.

At present, a final statement about the most physically believable or consistent approach cannot
be given. The first recombination approach (StS-1) is physically inconsistent, because the output
distribution depends on the input one. StS-2 takes into account the calculated values for atomic ni-
trogen recombination on silica [46] and atomic oxygen on quartz [47], whereas StS-3 is constructed
by analogy with gas phase recombination.
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(a ) (b)

FIG. 9. Flow past a sphere: StS-1 approach: stagnation line populations with actual to Boltzmann ratio in
the inset: (a) N2 and (b) O2. Populations have been evaluated along the stagnation streamline and downstream
of the shock wave at probes 1, 2, and 3, whose locations are given in Fig. 6(b).

V. CONCLUSIONS

In the present work, a 2D axial-symmetric solver of the Navier-Stokes equation has been
employed in order to analyze numerical experiments performed in the SCIROCCO Plasma Wind
Tunnel at CIRA. For such experiments, characterized by very high enthalpies and low pressure,
Cinquegrana et al. [30] have shown that the Navier-Stokes equation with a fully catalytic assumption
at the wall strongly overestimates the total heat flux. They argue that this is due to both a partial

(a ) (b)

FIG. 10. Flow past a sphere: (a) N2 and (b) O2 vibrational distribution. Populations have been evaluated
along the stagnation streamline and downstream of the shock wave at probes 2, 3, and 4, whose locations are
given in Fig. 6(b).
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catalysis of the wall and rarefaction effects, and they verify that, by tuning the recombination
coefficients, they were able to match experimental findings. Differently from Cinquegrana et al.
[30], in the present work a finite-rate partial catalytic model has been employed along with both
a StS and a multitemperature model. With respect to the fully catalytic assumption, the finite-rate
catalytic model provides results in better agreement with the experimental ones, demonstrating that
in the considered hypersonic conditions a fully catalytic wall approximation cannot be assumed.
Moreover, a closer gap between numerics and experiments has been found when the Park model
is employed. On the other hand, when the StS is employed, better results have been found if
recombination populates only the highest vibrational level. The multitemperature Park model
was constructed adjusting Arrhenius rate parameters in order to reproduce experimental results,
and therefore in some conditions it can better reproduce some experimental results, failing in
different flow conditions. The discrepancies in the StS model are due to the uncertainties in the
rate coefficients, which are calculated from basic principles. In this regard, it should be noted that
quantifying the uncertainties in StS rates is not an easy task. While for N2+N and O2+O rates there
is a good degree of confidence [48,49], molecule-molecule rates are poorly known. Approaches
considering a forced harmonic oscillator [50,51], should be able to improve results, along with
recent calculations by Valentini et al. [52] using the QCT approach on an ab initio potential energy
surface. Another problem related to the StS model is the deactivation of vibrational levels on the
surface whose rates are not known.

The use of different catalytic models put in evidence the role of the internal distribution of
molecules desorbed by the surface. It is worth noting that the present chemical model neglects the
contribution of ionization and electronically excited states that can explain the differences between
experimental and theoretical heat fluxes, a subject that will be investigated in a future publication.
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