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Electrothermohydrodynamic convection driven by strong unipolar charge injection in
the presence of a stabilizing inverse thermal gradient between two parallel electrodes is
investigated by a linear stability analysis and a numerical simulation. The generalized
Schur decomposition is used to solve for the eigenvalues of the linearized system revealing
the critical parameters. The two relaxation time lattice Boltzmann method coupled to a fast
Poisson solver is used to resolve the nonlinear system for the spatiotemporal distribution
of flow field, electric field, charge density, and temperature. With strong charge injection
and high electric Rayleigh number, the system exhibits electrothermoconvective vortices.
The interactions between the stabilizing buoyancy force and the destabilizing electric
force lead to overstability, where the flow constantly oscillates when instability evolves.
A two-stage bifurcation is observed for overstability near the threshold Rayleigh number
with a significant change in phase and amplitude. The effects of ion mobility and thermal
diffusivity are characterized by the ratio of the counteracting forces.
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I. INTRODUCTION

Convection is ubiquitous in fluid systems. Various flow patterns have been observed as a result of
body forces acting on the fluid, e.g., thermal convection [1–8], electroconvection [9–17], Marangoni
effects [18–20], and magnetohydrodynamic (MHD) convection [21–24]. The experimental observa-
tion on the onset of thermal convection in fluids was first reported by Bénard in 1900 [1]. To explain
the empirical observation, Rayleigh introduced a nondimensional parameter (referred to as the
Rayleigh number), Ra, which determines the stability of a layer of fluid heated from below [2]. Ra
can be viewed as the ratio of buoyancy and viscous forces multiplied by the ratio of momentum and
thermal diffusivities [25]. Thermal convection in a horizontal plane layer of fluid heated from below
is thus also referred to as Rayleigh-Bénard Convection (RBC). On the other hand, electroconvection
(EC) phenomenon was first reported by Taylor in 1966, describing a cellular convection in the liquid
droplet [26]. Since then, EC has been observed in a large number of systems where the interaction
of electrostatic force with fluids is present. In nonequilibrium electrohydrodynamic (EHD) systems
[10–13,26–37], a poorly conductive leaky dielectric fluid acquires unipolar charge injection at the
surface interface in response to the electric field. Charge transport in the fluid can trigger instabilities
leading to the development of EC vortices. EC can be characterized by a nondimension parameter,
T, referred to as the Taylor number or electric Rayleigh number [11,14,36]. Similar to Ra, T can be
viewed as the ratio of electric and viscous forces.
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Complex multiphysics interactions occur in a dielectric liquid containing space charge when a
thermal gradient and an electric field are simultaneously applied [38–43]. The interactions among
viscous force, buoyancy force, and electric force extend the applications of instability and associated
bifurcation theories [38]. The study of electrothermohydrodynamics (ETHD) originates from the
attempts to model in the laboratory the geoconvective motions of the earth mantle [38,44]. Recent
studies focus on the augmentation of heat transfer achieved by extra convection induced by electric
field [41–43]. Insights into the complex multiphysics interactions are essential for understanding
the ETHD phenomena. These include (1) the temperature gradient from the difference between
two constant temperature reservoirs; (2) the electric field from the potential difference between the
anode and cathode and its modifications by the distribution of space charge; (3) the ions’ drift due
to the electrical field; (4) the interaction between the motion of ions and the neutral molecules; and
(5) the inertial and viscous forces in the complex flow. In addition, the nonlinearity induced by the
varying physical properties dependent on the temperature and electric fields may affect the coupling
and interactions. The ETHD convection was experimentally shown by Atten et al., who observed
that the Nusselt number (Nu), the ratio of convective and conductive heat transfer, depends on the
applied electric field intensity [45]. Traoré et al. solved the coupled ETHD system, including the
Navier-Stokes equations, the charge-density conservation, Poisson’s equation for electric potential,
and the energy equation numerically, using a finite-volume method. They found that a subcritical
bifurcation with varying Ra coexists with supercritical behavior with varying T, while the opposite
is true for the corresponding pure problems [46]. Dantchi et al. simulated the ETHD in a 2D cavity
and found that Nu can be independent of Ra for large T [47]. Wu and Traoré developed a total
variation-diminishing (TVD) scheme to solve the convection-dominating charge-density equation
and evaluated the heat transfer enhancement in a bounded cavity filled with silicone oil [35]. With
the TVD scheme-based finite-volume solver, Wu et al. investigated the stability of the ETHD in a
plane layer of dielectric liquid subjected to a destabilizing thermal gradient. The authors showed that
the neutral stability curve is independent of the Prandtl number, Pr, and the nondimensional mobility
number, M, while the linear bifurcation and the finite-amplitude stability criterion depends on Pr and
M [48]. Additional to parallel plates, the ETHD phenomenon also exists in other geometries, such
as the concentric or eccentric annuli [41,49]. More recently, Lu et al. investigated the ETHD within
a square cavity and found that the enhancement of heat transfer by the electric field is more efficient
for large Pr at small M and relatively small Ra [50]. Li et al. showed that the stably oscillating RBC
at high Ra could be fully suppressed by EC driven by a strong electric field [42]. To investigate the
effect of charge injection, Li et al. performed numerical analysis using a lattice Boltzmann model
(LBM). The authors found that the charge injection affects the temperature and charge-density
distribution, as well as the evolution of flow motion, especially for the case of larger T [51]. In
a recent study, Li et al. identified three routes to the chaos of ETHD system in a square cavity [43].

The stability of convective flow systems is often analyzed with modal analysis, which assumes
all dependent variables proportional to a factor eσ t after the initial perturbation is applied [11,52,53].
When σ is real, the critical point is taken at marginal stability σ = 0 corresponding to a neutral
perturbation [52,53]. Most of the previous stability analyses of RBC, EC, and ETHD are focused on
the conditions where σ is real. When σ is complex, however, the corresponding perturbation will
become oscillatory. For Re(σ ) > 0, the initial perturbation becomes an exponentially amplifying
oscillation or for Re(σ ) = 0 neutral oscillation, where Re(�) means the “real part of” [52–54].
This behavior is named “overstability” by Eddington [55]. In RBC, the possibility that σ may be
complex was first noted by Rayleigh [2]. Chandrasekhar [56,57], Chandrasekhar and Elbert [58],
and Veronis [59] have shown theoretically, and Fultz et al. [52,60] have shown by experiments
that the overstable oscillating instability can be amplified in a layer of fluid uniformly heated from
below and subject to Coriolis forces [61]. Overstability in more complicated RBC systems was
found in MHD systems by Chandrasekhar [62,63] and Nakagawa [64,65], in viscoelastic fluid
layers by Vest and Arpaci [66] and Khayat [67], and in nematic homeotropic films by Guyon et al.
[68]. In other fluid-flow systems, Melcher and Schwarz Jr. showed that charge relaxation could
produce overstability to the electromechanical polarization surface wave between insulating fluids
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[69]. Jukes [70] and Moiseev and Sagdeev [71] have shown overstability in an inhomogeneous
plasma, and Chen addressed that the overstability induces low-frequency oscillations and sets a
limit to the confinement time of a plasma [72]. Overstability is also investigated in astrophysics,
such as accretion disks [73] and sunspots [74,75].

In the ETHD flow, overstability is shown in systems with a destabilizing thermal gradient
(heated from below) [76] or stabilizing thermal gradient (heated from above) [77]. For the latter,
overstability can be predicted by the numerical models which consider the residual conductivity or
the temperature-dependent physical properties. Pontiga et al. performed linear stability analysis and
showed that the overstability in ETHD is caused by the restoring forces provided by a thermal gradi-
ent. The indirect coupling between the charge density and the thermal field through mobility and per-
mittivity induces the oscillation [38]. The nonlinear analysis of ETHD stability was first performed
using a reduced-order model analogous to the Lorenz system [78] by II’in and Smorodin [79]. The
authors found two classes of synchronous oscillatory modes in such systems. The authors later
performed a direct numerical simulation using the finite-difference method and showed that with an
increasing Ra, the critical T for oscillatory mode decreases while the one for the monotonic mode
increases [80]. Taraut and Smorodin found that when the stabilizing thermal gradient is applied, the
flow system evolves from the monotonic mode to the oscillatory mode via a transition in frequency
[81]. Mordvinov and Smorodin showed that for relatively weak heating from above (low Ra), the ini-
tial perturbation either decays in an oscillatory manner (low T) or grows monotonically (large T). For
a large Ra, however, an oscillatory growth of the initial perturbation occurs at large T [39]. Smorodin
and Taraut showed that the ETHD system with stablizing thermal gradient becomes chaotic for large
T [40]. These studies with stabilizing thermal gradient mainly consider weak charge injection.

To gain insight into the complexity of the ETHD flow, the problem can be investigated using
numerical simulations. The earlier direct numerical simulation of EHD flow is performed using
a finite-difference method [80] and finite-volume methods [46]. Luo et al. showed that a single-
relaxation time lattice Boltzmann model (SRT LBM) could predict the linear and finite-amplitude
stability criteria of the subcritical bifurcation [41–43,51,82,83] for both 2D and 3D ETHD flow
scenarios. This unified SRT LBM transforms the elliptic Poisson equation to a parabolic advection-
diffusion equation and introduces tuning coefficients to control the evolution of the electric potential,
requiring additional subiterations at each time step. Two-relaxation time (TRT) LBM has the
advantages of being more accurate and stable over the SRT LBM [84–88]. A segregated solver
was proposed that combines a TRT LBM modeling of the fluid and charge transport, and a fast
Fourier transform (FFT) Poisson solver for the electrical field [14].

A systematic understanding of the multiphysics effects on the flow instabilities in the ETHD
system subjected to strong charge injection and stabilizing thermal gradient paves the way to
sophisticated applications of such flows in real-world scenarios, e.g., thermal-fluids system control.
The linear and nonlinear numerical analysis and parametrization can be extended to alike convection
systems driven by counteracting forces. In this paper, we parametrize the 2D ETHD stability of
a dielectric fluid between two parallel electrodes in the presence of strong unipolar injection, an
external electric field, and a stabilizing thermal gradient. We perform linear stability analysis to
determine critical values and extend the segregated TRT LBM solver [14] by including the energy
equation. The transition between subcritical bifurcation and supercritical bifurcation corresponds
to the transition between monotonic instability and overstability, which can be characterized by
the Rayleigh number Ra and electric Rayleigh number T. A two-stage bifurcation is observed for
overstability close to the threshold values Rac and Tc, involving changes in amplitudes and phases.
The effects of thermal conductivity and ion mobility on the flow can be characterized by a ratio RF

of flow-destabilizing electric force and flow-stabilizing buoyancy force.

II. PHYSICAL MODEL AND GOVERNING EQUATIONS

We consider a kind of ETHD convection in a layer of an incompressible Newtonian dielectric
liquid between two parallel planar electrodes with distance H; see Fig. 1. The liquid is assumed to
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FIG. 1. Physical model and boundary conditions of ETHD convection in a player layer of dielectric liquid.
The external forces (Coulomb and buoyancy force) interact with viscous and inertial forces of the dielectric
fluid, inducing convection after an initial perturbation.

be perfectly insulating, and it is affected by a direct-current electric field and a stabilizing thermal
gradient simultaneously. The electric field and thermal gradient are modeled by constant voltages
(ϕ) and temperatures (θ ) at the upper (ϕ0,θ0) and lower electrodes (ϕ1,θ1). The lower electrode
serves as the emitter electrode, and the upper one is a collector (ϕ1 > ϕ0). Positive ions are injected
from the lower electrode (q0 = 1) and collected by the upper electrode (∂q/∂y = 0). The unipolar
injection is assumed to be homogeneous and autonomous, which means the injected charge density
q is constant for the entire electrode and is not influenced by the local electric field and flow field
[11,46]. Similarly, but opposite to the charge injection, the heat is introduced from the upper plate
θ0 > θ1, establishing a stabilizing thermal gradient. Therefore, at the quiescent flow (hydrostatic)
base state, the electric force (Coulomb force) and the buoyancy force are perpendicular to the
electrodes, acting in the opposite direction. The two-dimensional flow field with aligned vortex
pairs represents the rolling patterns in the three-dimensional counterpart. It can be obtained by
perturbation with wave numbers in only one horizontal direction or by implementing a cross flow
[16], given that cross flow does not interfere with the instabilities of the aligned vortices (in the
same direction as the cross flow) [16]. The three-dimensional rolling pattern can be analyzed in a
two-dimensional computational domain [12,42,89].

The governing equations for ETHD flow include the mass conservation equation, the Navier-
Stokes equations with the electric and buoyancy forcing terms, the charge transport equation, the
Poisson equation for electric potential, and the energy conservation equation. The viscous dissipa-
tion and Joule heating are neglected for simplicity [34,46]. Following the Boussinesq approximation
[90], the governing equations can be written as [46,48]

∇ • u = 0, (1)

ρ0

(
∂u
∂t

+(u • ∇ )u
)

= −∇p + μ∇2u + qE − ρ0[αV (θ − θr )]g, (2)

∂q

∂t
+ ∇ • [(u + KE)q − D∇q] = 0, (3)

∇2ϕ = −q

ε
, (4)

E = −∇ϕ, (5)

∂θ

∂t
+ ∇ • (uθ ) = k∇2θ, (6)
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where u = (ux, uy), E = (Ex, Ey), and g = (0,−g), g > 0 denote fluid velocity, electric field, and
the gravitational acceleration. The scalar variables p, q, ϕ, and θ stand for pressure, charge density,
electric potential, and temperature. θr means the reference temperature, and it equals θ1 in this study.
The scalars ρ, μ, αV , and k are the density, dynamic viscosity, coefficient of volumetric expansion,
and thermal conductivity of the liquid. The scalars K , D and ε are the ionic mobility, charge diffusion
coefficient, and the electrical permittivity of liquid. The ionic mobility K and electrical permittivity ε

are assumed to be constant, independent of temperature and electric field. The dependence of fluid
density, permittivity, and ionic mobility on temperature can be approximated by linear functions
[35,80,91,92]. In this work, we assume these properties to be invariant, given the range of Ra as
used in recent studies [39,43,93]. Therefore, the system is governed by the interaction between the
Coulomb force, buoyancy force, and the viscous force of the fluids.

The system can be nondimensionalized with the electric field and thermal properties. The
following transformation scales are considered: the length x and y are nondimensionalized by H,
velocity u by the drift velocity udrift = K (ϕ1 − ϕ0)/H , ν = μ/ρ0 being the kinetic viscosity, time
t by H2/K (ϕ1 − ϕ0), charge density q by q0, electric potential ϕ by (ϕ1 − ϕ0), temperature θ by
(θ0 − θ1), and pressure p by ρ0(ν/H2). The resulting nondimensional form of the governing equa-
tions [Eqs. (1)–(4)] is (for simplicity, we use the same form of symbols as only the nondimensional
variables are considered in the later sections)

∇ • u = 0, (7)

∂u
∂t

+(u • ∇ )u = −∇p + M2

T
∇2u + CM2qE + M4Ra

T 2Pr
θez, (8)

∂q

∂t
+ ∇ •

[
(u + E)q − 1

Fe
∇q

]
= 0, (9)

∇2ϕ = −Cq, (10)

E = −∇ϕ, (11)

∂θ

∂t
+ ∇ • (uθ ) = M2

T Pr
∇2θ. (12)

These nondimensional governing equations yield six nondimensional parameters describing the
system’s state [46,48]:

T = ε(ϕ1 − ϕ0)

μK
, C = q0H2

ε(ϕ1 − ϕ0)
, M = (ε/ρ0)1/2

K
,

Fe = K (ϕ1 − ϕ0)

D
, Ra = gαV (θ0 − θ1)H3

kν
, Pr = ν

k
.

The first four parameters are concerned with the electrical aspect of the problem. The electric
Rayleigh number T is defined as the ratio between the Coulomb force and the viscous force. The
injection strength parameter C measures the amount of injected charges. A strong charge injection
(C ≈ 10), as compared to the weak charge injection (C ≈ 0.1), can distort the applied electric field
by the space-charge effect, leading to a strong convection flow and high nonlinearity of the system.
The mobility parameter M is the ratio between the hydrodynamic mobility (ε/ρ0)1/2 and ionic
mobility. Fe is the dimensionless charge-diffusion parameter, and its typical value ranges between
103 and 104 [11,46]. The last two parameters are the Rayleigh number Ra and Prandtl number Pr,
which are concerned with the thermal aspect of the problem. The values of Pr and M depend only
on the fluid. For dielectric liquids, Pr � 1 and M � 3 [43,46,51].

The dimensionless boundary conditions are depicted in Fig. 1. The system is considered to be
infinite in the horizontal direction (x direction), and therefore the periodic boundary condition for all
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FIG. 2. Hydrostatic base state of the TRT LBM and Fast Poisson solver, unified SRT LBM [12], and the
analytical solution [94,95] for C = 0.1 and C = 10, Fe = 4000. (a) Electric field and (b) charge density.

variables is applied. The two electrodes are assumed to be impermeable, electrically and thermally
perfectly conducting, so the no-slip condition for velocity is applied. The Neumann boundary con-
dition for charge density on the collection electrode means that the ions instantaneously discharge
once they reach the electrode [11,46,48].

Figure 2 compares the one-dimensional hydrostatic base-state solutions for electric field and
charge density among the analytical solution [94,95], the unified model of Luo et al. [12,13], and
the TRT LBM [14]. The analytical solution is derived from a reduced set of equations for the electric
field in one-dimensional coordinates.

q = ρa(y + ya)−1/2, (13)

Ey = 2ρa

ε
(y + ya)1/2, (14)

where ρa and ya depend on the geometry configuration and boundary conditions. The injection
parameter C determines the hydrostatic base state [11,36]. The temperature base state (not shown)
is a linear profile due to the pure thermal diffusion.

III. LINEAR STABILITY ANALYSIS

To perform the linear stability analysis of the dimensionless fluid system [Eqs. (7)–(12)], we
extend our previous method for the electroconvection [11] to electrothermohydrodynamic convec-
tion. All the state variables are decomposed into the base state and perturbation, i.e., u = ū + u′,
p = p̄ + p′, E = Ē + E′, q = q̄ + q′, ϕ = ϕ̄ + ϕ′, and θ = θ̄ + θ ′. For two-dimensional space co-
ordinates of the vector field, u = (ux, uy) and E = (Ex, Ey). Without a cross flow, the base state
is hydrostatic and therefore ū = 0. The base state of the thermal field is a linear function in y, i.e.,
θ̄ = y/H . The base state of the electric field can be obtained by solving the 1D electrical conduction
problem [Eqs. (9)–(11)] with u = 0) [11,16] (see Fig. 2). For a modal analysis, the perturbation state
variables can be further decomposed into waveform modes:

[u′, p′, E′, ϕ′, θ ′] = [ũ, p̃, Ẽ, ϕ̃, θ̃ ] exp(−iωt + iαx), (15)

where variables with tildes denote the shape function, which is a function of y, and α is the wave
number in the x direction. ω = ωr + iωi is the frequency of the perturbation. The real part ωr

represents the phase velocity, and the imaginary part ωi represents the growth rate of the linear
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perturbation. For the linearized system of ETHD, where the base state is hydrostatic, the eigenvalues
of the oscillatory modes are in complex-conjugate pairs, which can be interpreted by the symmetry
of the system (see Supplemental Material [96]). Additionally, if ωr > 0, the perturbation propagates
towards the x direction. Otherwise, if ωr < 0, the propagation direction is reversed. Moreover, the
traveling speed can be calculated as up = ωr/α. If ωr = 0, the phase speed equals zero and the
perturbation will decay or increase monotonically; otherwise, it will behave in an oscillatory manner.
If ωi > 0, the perturbation will grow exponentially inducing convective flow patterns; otherwise, the
perturbation will decay, and the flow will return to the base state. When ωi = 0, the system is in a
neutral stability state and the corresponding dimensionless variables describing this state are the
critical values.

The linearized governing equation can be derived by substituting the decomposed variables back
to the dimensionless system [Eqs. (7)–(12)], subtracting the base-state equations, and truncating the
higher-order terms:

∇ • u′ = 0, (16)

∂u′

∂t
+ ū∇u′ + u′∇ū = −∇p′ + M2

T
∇2u′ + CM2(q′Ē + q̄E′) + M4Ra

T 2Pr
θ ′ez, (17)

∂q′

∂t
+ ∇ •

[
(u′ + E′)q̄ + (

Ē
)
q′ − 1

Fe
∇q′

]
= 0, (18)

∇2ϕ′ = −Cq′, (19)

E′ = −∇ϕ′, (20)

∂θ ′

∂t
+ ∇ • (u′θ̄ ) = M2

T Pr
∇2θ ′. (21)

The boundary conditions for the perturbation variables are

ũ(0, 1), ϕ̃(0, 1), θ̃ (0, 1), q̃(0) = 0, ∂ q̃/∂y(1) = 0. (22)

The linearized dimensionless governing equations can be written symbolically as

dγ

dt
= Lγ , (23)

where γ is the vector of unknowns, and L is the linear differential operator. For a wave-form γ

[Eq. (15)], the linear system can be reformed as a generalized eigenvalue problem:

−iωγ = Lγ . (24)

The eigenvalue problem [Eq. (24)] was discretized using the Chebyshev collocation method and
solved using the MATLAB eig routine based on a QZ factorization [11], yielding the eigenvalues
equal to −iω. The characteristics of ω unravel the linear stability properties of the original nonlinear
ETHD flow system. From linear stability analysis, we obtain the critical values of Ra and T
corresponding to critical wavelength Lx = 2π/α. The critical wavelength is later used to determine
the periodic computational domain.

For charge injected from the upper wall, the linearized governing equations [Eqs. (16)–(21)]
remains the same as the charge injected from the lower wall used in this work (details in Sup-
plemental Material [96]). Therefore, the stability threshold values are not affected by the charge
injection direction, i.e., Rac and Tc remain the same whether charge is injected from the upper wall
or the lower wall. In this paper, we focus on the charge injected from the lower wall.

To validate the results of linear stability analysis, we compare critical values of T at different Ra
for the scenario where the ETHD system is heated from the lower electrodes, as shown in Table I.
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TABLE I. Critical values of T (Tc) at different Ra for ETHD system heated from the lower wall at
C = M = 10. Fe = 106 in the present study and Fe = ∞ (zero charge diffusion) in the paper by Rodriguez-
Luis et al. [97].

Ra Tc (Present study) Tc [97] Relative error

0 164.04 164.04 0
400 132.56 132.43 0.098%
800 95.10 95.23 0.14%

The previous study by Rodriguez-Luis et al. excluded the effect by the finite charge diffusivity [97].
For Fe > 104, this effect on the critical values can be negligible [11]. However, as Fe = 1000 is
used for most of the results, we include the effects of charge diffusion in our study.

IV. NUMERICAL METHODS AND CONDITIONS

The TRT LBM approach is used to solve the transport equations for fluid flow, charge density,
and temperature, coupled to a fast Poisson solver for electric potential [14,15]. The physical
constants are determined by the nondimensional parameters, while the numerical code is in SI
units. The numerical method is implemented in C++ using CUDA GPU (graphics processing units)
computing. The number of threads in the x direction in each GPU block is equal to NX (number of
grid points in x); the number of GPU blocks in the y direction is equal to NY (number of grid
points in y). FFT and inverse fast Fourier transform (IFFT) operations are performed using the
CUFFT library [98]. All variables are computed with double precision to reduce truncation errors.
The numerical method was shown to be second-order accurate in space. To reduce computational
cost while maintaining accuracy, the uniform grid of spacing 
 = 0.01 is used throughout this
work [14–16]. Table II specifies the macroscopic and mesoscopic boundary conditions. The no-slip
boundary conditions are applied at both walls for fluid flow. A constant charge density at the
anode (lower wall) represents a unipolar injection; a zero-diffusive flux condition ∂q/∂y = 0 at
the cathode (upper wall) represents an outflowing current. A constant electric potential is applied
at the anode; the cathode is grounded (ϕ = 0). Constant temperatures are applied to upper and
lower walls representing two thermal reservoirs. At mesoscale, the discrete distribution function
of velocity fi(x, t ), charge density gi(x, t ), and temperature hi(x, t ) are used. The details on the
transformations between macrovariables (u, q, θ ) and mesovariables ( fi, gi, hi) are presented in
the Supplemental Material and can be found in recent publications [14,15,96]. The LBM full-way
bounce-back (FBB) scheme is used for the Dirichlet (no-slip) boundary conditions for the fluid flow
[12,13,99] and for charge density at the lower wall. The gi Neumann boundary condition is set as
a current outlet boundary condition for charge-density transport [12,13,100]. The grid convergence

TABLE II. Boundary conditions for the numerical simulations.

Boundary Macrovariables conditions Mesovariables conditions
x direction Periodic Periodic

Upper wall u = 0, ϕ = 0, ∂q/∂y = 0, θ = θ0 LBM FBB scheme for fi [100–104]
Neumann boundary condition ∂gi/∂y = 0
LBM FBB scheme for hi [100–104]

Lower wall u = 0, ϕ = ϕ1, q = q0, θ = 0 LBM FBB for fi [100–104]
LBM FBB for gi [100–104]
LBM FBB for hi [100–104]
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FIG. 3. Temperature (a) and charge-density (b) field of ETHD convection system heated from above.
C = M = Pr = 10, Ra = 977.6, and T = 230 (monotonic mode). The computational domain is doubled
periodically for visualization.

study provided in the Supplemental Material validates the second-order accuracy in both space and
time [96].

To model EC vortices, the hydrostatic base state is perturbed using a small-amplitude waveform
function that satisfies the boundary conditions and continuity equation:

ux = Lx sin (2πy/Ly) sin(2πx/Lx ) × ε

uy = Ly[cos (2πy/Ly) − 1] cos(2πx/Lx ) × ε. (25)

The physical domain size Ly = 1 and Lx = 2π/α is limited by the wave number α yielding
the most unstable mode under various conditions. The perturbation amplitude, ε = 10−3, is small
enough to not affect the flow structures within the linear growth region [14,15]. The electric Nusselt
number, Ne = I/I0, serves as a flow stability and amplitude criterion, where I is the cathode current
for a given solution and I0 is the cathode current for the hydrostatic solution [13,34]; thus, if the EC
vortices exist, Ne > 1. In the cases with strong ion injection, the ETHD convection stability largely
depends on T and Ra; in this analysis, furthermore, the effects of M and Pr are also investigated.

V. RESULTS AND DISCUSSION

ETHD convection occurs when the hydrostatic base state becomes an unstable equilibrium state
with increasing T and Ra. Unlike the traditional Rayleigh-Bénard convection enhanced by electrical
convection [43,51], where the most unstable mode is most likely monotonic, oscillatory modes
(overstability) often exist when the system is heated from the upper wall (above). The monotonic
mode is a characteristic of EC, while the oscillatory mode can be observed in thermal convection
systems.

013702-9



GUAN, HE, WANG, SONG, ZHANG, AND WU

FIG. 4. Evolution of maximum uy of monotonic (solid line) and oscillatory (dashed line) modes after initial
perturbation at C = Pr = M = 10, Fe = 2000, Ra = 977.6, and T = 225.

Figure 3 shows the temperature and charge-density field of a representative ETHD system heated
from above with a monotonic mode. One vortex pair exists in the computed period (half of the
domain shown) driven by the electric force. In the classical EHD convection system, the charges
drift from the anode (lower wall) to the cathode under the effect of the upward electric potential
gradient. The up-drifting charges collide with the neutral molecules and transfer the electrical energy
to kinetic energy. When the electric force is sufficiently large to overcome the viscous force (T >

Tc), disturbance of the flow leads to a macroscale convective pattern. The convective patterns are
composed of vortex pairs, which change the distribution of the charge-density field. The change
in the charge-density field results in the change of the electric field due to the space-charge effect
[Eq. (10)]. The three-way coupling can approach a static state under specified conditions. In addition
to the three-way coupling, the ETHD system includes the effect of the buoyancy force resulting in
a four-way coupling among the fluid flow, charge density, electric potential, and temperature. When
the heat is applied to the cathode (upper wall), the temperature gradient is downward. Therefore, the
downward buoyancy force counteracts with the upward electric force. The redistributed temperature
field always acts in the opposite direction of the flow. In this case, the effect of the inverse thermal
gradient can be regarded as a stabilizing temperature field.

Affected by the stabilizing thermal gradient, the ETHD system exhibits the feature of both
monotonic instability and overstability (oscillatory mode). Figure 4 shows the time evolution of the
maximum uy after the initial perturbation is applied [Eq. (25)] for monotonic and oscillatory mode,
at C = Pr = M = 10, Fe = 2000, Ra = 977.6, T = 225. The only difference is the wavelength
used to perturb the flow, which are Lx = 1.00 and 1.40 for monotonic and oscillatory modes,
respectively. The evolution of the monotonic mode starts with an exponential increase before the
nonlinearities lead the flow to static equilibrium. The oscillatory mode, however, starts with an
exponential increase with oscillation and ends up with a periodic oscillation. The initial evolution of
both modes is consistent with the linear stability modal analysis. The maximum uy of the monotonic
mode is substantially larger than the oscillatory mode (note the different ranges of the velocity
amplitude in the two vertical axes). The oscillating frequency of the overstability remains unchanged
from the initial increase state to the equilibrium state.

A. Effects of Ra on the most unstable mode and bifurcation

To study the critical value Tc of the ETHD system, linear stability analysis is performed at
Pr = M = C = 10 and Fe = 2000 for various Ra values. Figure 5 shows the Tc as a function of
the perturbation wave number α. The neutral stability curves are obtained when Re(−iω) = 0. For
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FIG. 5. Neutral stability curve (Tc vs wave number α) for monotonic modes (MM) and oscillatory modes
(OM) at Pr = M = C = 10 and Fe = 2000.

T > Tc, the hydrostatic base state is unstable, and the initial perturbation with a wavelength equal to
Lx grows exponentially, resulting in the ETHD convection flow patterns. Two scenarios are observed
from linear stability analysis: monotonic mode (MM) at low Ra and oscillatory mode (OM) at high
Ra. At low Ra, the flow system is characterized by the effect of EC, and the convective flow is
mainly driven by the electric force. For an increasing Ra, the thermal forcing becomes significant,
and therefore the threshold value of electric forcing (Tc) increases. At Ra ≈ 977.6, OM occurs for
low wave-number perturbation, and either OM or MM can exist. The resulting effect of either OM or
MM depends on the smallest Tc at each curve. In particular, we found that Tc = 222.7 at Ra = 977.6
for both OM and MM. For further increasing values of Ra, the stabilizing thermal gradient exerts
a strong forcing to the flow system, which becomes overstable. The change of wave number is
accounted for in the numerical simulations by varying the domain length Lx.

Figure 5 shows either OM or MM can exist at Ra = 977.6 with the same Tc. In fact, at large Ra,
OM and MM are both candidates of the ETHD instability of the corresponding wave numbers, as
shown in Fig. 6. Tc grows linearly with respect to Ra with different ratios for OM and MM. Two
curves cross at Ra = 977.6 where OM and MM have the same Tc. Although theoretically, either
OM or MM can exist at large Ra, in reality the flow system is often perturbed by all wave numbers,
and therefore, the mode with smaller Tc is the most unstable mode of the system. Since the most
unstable mode changes from monotonic to oscillatory at Ra = 977.6, we denote this value as the
critical Ra (Rac) of the ETHD system at Pr = M = C = 10 and Fe = 2000.

With the critical wavelength determined by the linear stability analysis, the critical value Tc can
also be obtained from the numerical simulation. When T is slightly larger than Tc, the growth rate of
any observables [Re(−iω) in Eq. (24)] increases linearly with respect to T [13,34]. Therefore, the Tc

can be approximated by the extrapolation of the Re(−iω) ∼ T curve. After the initial perturbation is
applied, the maximum value uy evolves exponentially with and without oscillation. The growth rate
can be approximated by a linear fitting of the logarithm of the maximum uy versus time. As shown in
Fig. 7, the Tc from TRT LBM is extrapolated from three conditions for each case. The extrapolated
values of Tc are close to the ones obtained from the linear stability analysis with a maximum relative
error of 2.6%. Tc increases as Ra increases because, for a stabilizing thermal gradient, the buoyancy
force counteracts the electric driving force.

In addition to the effects on the most unstable modes, the effect of Ra on the ETHD flow
instability can also be investigated by the numerical simulation. Figure 8 shows bifurcation di-
agrams of the ETHD system, demonstrated by the electric Nusselt number Ne. When T < Tc,
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FIG. 6. Stability threshold Tc is proportional to Ra for ETHD system heat from above. The critical value of
Ra (Rac) at C = Pr = M = 10 and Fe = 2000 marks the transition from monotonic instability to overstability.

the perturbation does not trigger the flow instability, and the perturbed flow evolves back to the
hydrostatic base state (Ne = 1). If T decreases after the convection flow is established, the vortices
are maintained until T = Tf for monotonic modes. The difference between Tc and Tf forms a
hysteresis loop, meaning that the bifurcation type is subcritical. For oscillatory mode, however,
the convection flow can be maintained only if T > Tc (Tf = Tc for OM), meaning it is a supercritical
bifurcation. The overstability of the ETHD exhibits two stages of bifurcation. When T is slightly
higher than Tc, overstability occurs, and the oscillatory mode evolves at a constant frequency. When
T is further increased, however, the second stage of bifurcation happens with a change of frequency
and amplitude. The first stage of bifurcation corresponds to the linear bifurcation, where the linear

FIG. 7. Growth rate of the maximum uy increases linearly with respect to T. Tc is approximated by linear
extrapolation. Pr = M = C = 10 and Fe = 2000.
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FIG. 8. Electric Nusselt number Ne vs T for Ra = 977.6, Pr = M = C = 10, and Fe = 2000 for (a)
monotonic mode and (b) oscillatory mode. The bifurcation with respect to the monotonic mode is subcritical
with a hysteresis loop, while the one for the oscillatory mode is supercritical. Overstability exhibits two stages
of bifurcation. Panel (i) amplifies the first stage where the frequency remains unchanged. Panels (ii) and (iii)
show the Ne evolution with time at the first and second stage, respectively. Linear stability analysis predicts the
first stage of bifurcation. Error bars represent one standard deviation of the oscillation.

stability analysis predicted the threshold. The second stage can be attributed to the nonlinear
effects of the ETHD flow system, which can also be observed by changing mobility and thermal
diffusivity (see Figs. 13 and 14). The Tf of monotonic mode equals 140. From linear stability
analysis shown in Fig. 6, Ra = 977.6 is the critical value Rac where the most unstable monotonic
and oscillatory modes have the same Tc. Numerical analysis by TRT LBM shows that the Rac also
determines the transition between subcritical (monotonic mode) and supercritical (oscillatory mode)
bifurcations. Therefore, in the ETHD system heated from above, the monotonic mode emerges with
a subcritical bifurcation (Ra < Rac), which is a feature of the classical EHD convection systems,
and the oscillatory mode with supercritical bifurcation, which is a feature of the heat convection
(Ra > Rac). The phenomenon can be interpreted by the magnitude of the buoyance force, i.e., the
last term in Eq. (8). When Ra is large, the buoyancy force dominates, and the system exhibits
behaviors commonly observed in thermal convection (supercritical bifurcation). Otherwise, the
system exhibits behaviors as the classical EHD convection (subcritical bifurcation with a hysteresis
loop).

The oscillatory modes at the first and second stages of bifurcation are illustrated in Figs. 9 and 10,
respectively. At the first stage, the flow field contains a single wavelength oscillating at a constant
frequency. As shown in Fig. 9, the temperature and charge-density fields exhibit an oscillatory mode
with a constant wavelength equal to the initial perturbation (Lx). One vortex pair exists in the flow
field characterizing the convection. The vortex pair switches position as the flow oscillates. The
flow field is different from the monotonic mode (see Fig. 3), where a distinct upward charge-density
channel drives the convection.

Figure 10 shows the temperature, charge-density and vorticity-field snapshots at the second stage
of bifurcation for oscillatory modes. In this scenario, the flow field is similar to the monotonic
mode (see Fig. 3) characterized by the distinct upward charge-density channels (light blue region in
charge-density field). However, the flow field here is oscillating, and the charge-density channels can
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FIG. 9. Snapshots of (a) temperature, (b) charge density, and (c) vorticity field for T = 225, Ra = 977.6,
Pr = M = C = 10, and Fe = 2000. The oscillatory mode is at the first stage of bifurcation, where the
wavelength remains constant. (Full video is provided in the Supplemental Material. [96]).

FIG. 10. Snapshots of (a) temperature, (b) charge density, and (c) vorticity field for T = 245, Ra = 977.6,
Pr = M = C = 10, and Fe = 2000. The oscillatory mode is at the second stage of bifurcation, where multiple
wavelengths coexist. (Full video is provided in the Supplemental Material. [96]).

013702-14



MONOTONIC INSTABILITY AND OVERSTABILITY IN …

FIG. 11. Monotonic instability threshold Tc remains the same with varying Pr and M. Overstability
threshold Tc decreases with increasing Pr or decreasing M.

merge and split into multiples. The flow field at the second stage is about two orders of magnitude
larger than the one at the first stage, as indicated by the vorticity field. The irregular behaviors of the
flow field lead to smaller wavelengths and higher frequencies. The animation files of Figs. 9 and 10
are available in the Supplemental Material [96].

In Sec. V A, we performed a linear stability analysis of the ETHD system and obtained the critical
values Tc and the corresponding wave numbers. The wavelengths determined by the linear stability
analysis are used in numerical simulations for flow stability analysis. For C = Pr = M = 10
and Fe = 2000, the critical value of Rac = 977.6 determines whether the most unstable mode of
the system is monotonic or oscillatory (transition to overstability). Moreover, Rac indicates the
transition between the subcritical and supercritical bifurcation of the ETHD system.

B. Effects of Pr and M on the flow stability

In addition to Ra, Pr and M can also affect the stability of the ETHD system. From the previous
section, we found that the transition to overstability occurs at Pr = M = 10 and Rac = 977.6. In
this section, we use Ra = 1000 and determine the effects of Pr and M on the critical value Tc.
As shown in Fig. 11, the transition between monotonic and oscillatory most unstable mode occurs
near Pr = M = 10. For a decreasing Pr or increasing M, the most unstable mode is monotonic.
Contrarily, for an increasing Pr or decreasing M, the most unstable mode is oscillatory. Tc remains
unchanged as Pr or M varies for monotonic modes. For oscillatory modes, however, Tc decreases as
Pr increases or M decreases.

Figure 12 shows the effects of Pr and M on the monotonic modes of the ETHD system.
Similar to the linear stability analysis shown in Fig. 11, Tc obtained from numerical simulation
remains unchanged for different values of Pr and M. The critical value Tf corresponds to the
finite-amplitude disturbance where the transition between a convective state to the hydrostatic base
state occurs. The value of Tf is obtained from the numerical simulation where Ne decays to unity.
The decreasing Pr and increasing M result in a larger Tf . The phenomenon can be explained by the
dimensionless momentum equation, Eq. (8). The counteracting effect of electric and thermal forces
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FIG. 12. Electric Nusselt number Ne vs T for monotonic modes at Ra = 1000, C = 10, and Fe = 2000.
Tf increases for a decreasing Pr and an increasing M.

can be represented by the ratio of two forces:

|Felectric|
|Fthermal| = |CM2qE|∣∣M4Ra

T 2Pr θez

∣∣ = CT 2Pr

M2Ra

|qE|
|θez| . (26)

Since |qE|/|θez| ∼ O(1) for the dimensionless system, the forcing effect of the ETHD system
mainly depends on the parameter

RF = CT 2Pr

M2Ra
= q0(V1 − V0)/H

ρ0gαV (θ0 − θ1)
, (27)

which can be interpreted as the ratio of the electric force to the thermal force. This parameter can
be applied to ETHD system heated from above, where the electric force and the thermal force act
in the opposite direction. A decreasing Pr or an increasing M leads to a decreasing RF . Since the
electric forcing drives the EC system, the thresholds increase as RF decreases. Therefore, RF can
be used for the analysis of Tf of both OM (Tf = Tc as in Fig. 11) and MM (Fig. 12). However, to
predict Tc for MM and the transition between OM and MM, the full system should be considered in
either linear stability analyses or numerical simulations.

Figure 13 shows the effect of M on the established oscillatory modes. The flow was disturbed
at Pr = M = 10 with the critical wavelength and developed into an oscillating equilibrium. The
parameter M was then reduced to M = 8 while other parameters and the domain size remained the
same. The ETHD system evolved into a different equilibrium with a higher magnitude of velocity
and a high frequency of oscillation. When M was further reduced after the different oscillating
equilibrium was established, the system went through a nonlinear transition and eventually devel-
oped into a monotonic mode. The maximum uy increases as M decreases because of an increasing
RF and therefore an increasing driving force. The phenomenon observed here is different from the
analysis of Tc (Fig. 11), where large M tends to result in monotonic modes. This can be attributed
to the different wavelengths used to constrain the ETHD system and the nonlinear effects after
the convection flow patterns are established. Further decreasing M down to unity does not trigger
overstability after monotonic mode is established.

Figure 14 shows the effects of Pr on the oscillatory mode. After the initial development of the
flow field (same as in Fig. 13), the increasing value of Pr results in a different oscillation. The
change of Pr from 10 to 12 excites various modes of the ETHD system, resulting in the multiple
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FIG. 13. Time evolution of maximum wall normal velocity uy for varying M at Ra = 1000, Pr = C = 10,
and Fe = 2000. The value is normalized by the udrift at M = 10 for consistency. The embedded panels show
the temporal structures of maximum uy for each M.

frequencies oscillation. Further increasing Pr from 12 to 15, however, does not change the flow
pattern distinctly. Although the time series of maximum uy indicates a broadband spectrum when
Pr is large, periodic pattern can be observed and the flow remains laminar. Further increasing Pr up
to 100 does not change the oscillation pattern substantially.

In Sec. V B, we investigated the effects of M and Pr on the monotonic instability and overstability
of the ETHD system. For monotonic modes, Tc does not depend on Pr or M. Tf increases as M
increases, or Pr decreases, as RF decreases. For oscillatory modes, Tc = Tf decreases as M decreases
or Pr increases, as RF increases. After the oscillatory modes are established, decreasing M leads to
a monotonic mode, and increasing Pr results in oscillation with multiple phases.

VI. CONCLUSION

The 2D numerical study extends the EC stability analysis to ETHD flow between two infinitely
long parallel electrodes with unipolar charge injection and inverse thermal gradient. The system
can exhibit either monotonic instability or overstability (oscillatory instability). Linear stability
modal analysis predicts the threshold parameters for both monotonic and oscillatory instabilities.
The numerical approach utilizes the TRT LBM to solve the flow, charge, and energy transportation
and a fast Poisson solver to solve for the electric field. For a strong charge injection, the electric
force destabilizes the no-flow base state and drives the convection. The inverse thermal gradient is
implemented in the opposite direction of the flow and acts as a stabilizing force. When the thermal
stabilizing effect is weak, the ETHD flow system exhibits monotonic instability similar to classical
EC. When the Rayleigh number is larger than the critical value (Ra > Rac), however, the ETHD
flow system exhibits overstability. The bifurcation changes from subcritical to supercritical when
overstability occurs.

The effects of ion mobility and thermal conductivity on the ETHD flow are investigated in
terms of dimensionless parameters M and Pr. For monotonic instability, the linear threshold Tc

is independent of M and Pr. Tf increases as M increases or Pr decreases as the ratio of electric
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FIG. 14. Time evolution of maximum wall normal velocity uy for varying Pr at Ra = 1000, M = C = 10,
and Fe = 2000. The value is normalized by the udrift at Pr = 10 for consistency. The embedded panels show
the temporal structures of maximum uy for each Pr.

to buoyancy force RF decreases. For overstability, however, the linear threshold decreases as M
decreases or Pr increases. Furthermore, a decreasing M leads to a change of phase of the oscillatory
instability and eventually to a stable equilibrium (monotonic mode). An increasing Pr leads to a
second bifurcation similar to the effect of an increasing T on the oscillatory instability near the
threshold value Tc, where the ETHD flow exhibits multiple phases.

The linear and nonlinear numerical analyses shed light on the multiphysics of convection flow
systems subjected to counteracting forces, which can be observed in atmospheric convection, solar
magnetoconvection, and mantle convection. The analysis of the ETHD system can be applied to
heat transfer and flow stability control in boiling, melting, and condensation. Future work can be
focused on the route from overstability to chaos of ETHD system with a stabilizing thermal gradient.
Generalization of the proposed methods and analysis to three-dimensional convective patterns,
e.g., square patterns, hexagon patterns as in Ref. [16]. is an ongoing research topic.
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