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Electroosmotic flow in small-scale channels induced by surface-acoustic waves
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In this work, numerical simulations of the Navier-Stokes, Nernst-Planck, and the Poisson
equations are employed to describe the transport processes in an aqueous electrolyte in a
parallel-plate nanochannel, where surface-acoustic waves (SAWs) are standing or travel-
ing along (piezo-active) channel walls. It is found that—in addition to the conventional
acoustic streaming flow—a time-averaged electroosmotic flow is induced. Employing the
stream function–vorticity formulation, it is shown that the Maxwell stress term causes an
electroosmotic propulsion that is qualitatively identical to the one discussed in the context
of alternating current (AC) electroosmosis (EOF). Differences arise mainly due to the high
actuation frequencies of SAWs, which are in the MHz range rather than in the kHz regime
typical for ACEOF. Moreover, the instantaneous spatial periodicity of the EOF in the travel
direction of the SAW is intrinsically linked to the dispersion relation of the latter rather
than a free geometric parameter. This leads to a specific frequency band where an EOF of
sizable magnitude can be found. On the low-frequency end, the ratio between the electric
double layer (EDL) thickness and the SAW wavelength becomes extremely small so that
the net force leading to a nonvanishing time-averaged EOF becomes equally small. On
the high-frequency end, the RC time of the EDL is much larger than the inverse of the
SAW frequency. This leads to both a vanishing effective charge density of the EDL as well
as to inertial effects at the boundary between the EDL and the bulk of the electrolyte.
For a parallel-plate channel, the EOF can be maximized by using two SAWs on both
channel walls that have the same frequency but are phase shifted by 180◦. This maximizes
the electric field and the corresponding electric current across the channel that drives
the mechanical imbalance of the ion cloud in the EDL. For instance, at 10 MHz, 9 nm
(nominal) EDL thickness, and a plate separation of 480 nm, a (time-averaged) plug-like
EOF with peak velocity of O(10−1) mm s−1 is found. Although reliable information about
the acoustic streaming velocity under such confinement is scarce, it appears that the SAW-
EOF is larger than that and therefore the dominant pumping mechanism for such a scenario.
The proposed actuation might be a viable alternative for driving liquid electrolytes through
narrow ducts and channels, without the need for electric interconnects and electrodes.

DOI: 10.1103/PhysRevFluids.5.123702

I. INTRODUCTION

Surface-acoustic waves (SAWs) are sound waves traveling along solid surfaces with a speed
of cSAW = λSAW fSAW of the order of 3500 ms−1 < cSAW < 4000 ms−1 at frequencies of 10 kHz <

fSAW < 100 MHz and wavelengths of the order of 35 μm < λSAW < 0.4 m. Most commonly,
they are generated with interdigitated transducer (IDT) electrode combs, which are fabricated
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lithographically on a piezo-active substrate such as a single-crystal lithium niobate (LiNbO3, LN)
wafer [1] and actuated by a periodic voltage signal. The comb spacing is chosen such that it
approximates λSAW. Applying electric power to the IDT leads to the emission of Rayleigh waves
traveling along the substrate surface and away from the IDT. If such a wave reaches an area where
the substrate is in contact with a liquid, the SAW leaks into the liquid at a refraction (Rayleigh)
angle determined by θR = sin−1(cliq/cSAW). For common liquids, the speed of sound is given by
cliq ≈ 1450 ms−1, so that θR ≈ 22 ◦ [2]. The transition into the liquid to form a bulk acoustic wave
(BAW) typically proceeds on three length scales relative to the viscous boundary (Stokes) layer
thickness δη = √

2η/(ρωSAW) [3] as well as to λSAW. In the definition of δη, η and ρ denote the
dynamic viscosity and the density of the liquid, respectively, while the angular frequency is given
by ωSAW = 2π fSAW. For water and the frequency range given above, one finds 50 nm � δη � 5 μm.
For length scales l � δη, the leaking sound wave drives the (inner) viscous boundary layer or
Schlichting streaming, which is a steady rotational fluid motion. For δη < l < λSAW, the Schlichting
vortices are balanced by counter-rotating vortices in the outer boundary layer, commonly referred
to as Rayleigh streaming [3–5]. Finally, for l > λSAW, the attenuation of the sound wave leads to
a gradient in an acoustic radiation pressure that is the source of Eckart or “quartz wind” streaming
[6,7]. As a rough classification, Rayleigh-Schlichting or boundary-driven streaming [8] occurs in
the near field while Eckart streaming is a far-field phenomenon. Since the acoustic actuation is
sinusoidal in time, for a fully linear system no time-averaged velocity would be observed. In the
simplest case, the propagation of the sound pressure wave is described by a linear viscous wave
equation whose solution includes a coefficient defined by Stokes’ law of sound attenuation in
a Newtonian fluid [9]. This viscous attenuation, caused by the dissipation-induced lag between
pressure actuation and flow reaction, gives rise to a nonlinear body force in the fluid and to the
observation of a finite net flow velocity [3,7]. Actuation by SAWs has received vivid attention for
spraying applications [10,11] and inducing a fluid motion in small liquid entities such as drops
and films [1,12]. Corresponding flow velocities largely depend on geometric factors but may reach
O(101) cm s−1 [2,13,14]. Such high velocities cannot be induced in strongly confined domains
such as microchannels, since for channel widths smaller than λSAW or even smaller than δη the
conventional Rayleigh-Schlichting streaming is disturbed. While it has been shown that adding
a wall texture whose amplitude is of similar order as δη may improve streaming [15], even for
relatively wide channels with a free (no-stress) surface on one side, flow velocities do not exceed
O(101) mm s−1 [16]. Since the pressure wave in the liquid propagates at an angle of θR compared
to the SAW, it is continuously reflected (and refracted) at the channel walls if the channel is wide
enough, with only the reflected and subsequently interfering BAWs leading to a net flow in the
direction along the channel. Studies of SAW-driven liquid transport in channels bounded by solid
walls focus mostly on cases where the SAW propagation is perpendicular to the channel main axis.
For instance, circular flow patterns with velocities of O(100–101) mm s−1 can be generated [17,18],
and Hagsäter et al. observed flow velocities of the order of a few tens of μm s−1 in a microfluidic
chamber [19]. In addition, SAW-induced acoustic streaming may cause liquid atomization and
subsequent drop coalescence in a channel, causing filling velocities of O(100) mm s−1 in a direction
opposing the SAW propagation [20]. To date, estimates of transport velocities in nanochannels
driven by acoustic effects are solely simulation based. Here, a clear judgment is difficult as the
velocities are typically reported in a dimensionless fashion. For instance, Xie and Cao report by
means of molecular dynamics (MD) simulation “fast nanofluidics” in nanochannels driven by SAWs
[21], but converting their findings into physical units by employing their nondimensionalization
would imply transport velocities of more than 100 m s−1. Tan and Yeo mention at one point of their
numerical study based on the Lattice-Boltzmann approach that the average velocities do not exceed
O(10−5) m s−1 [22], which appears to be a more realistic estimate.

In a piezo-active material, the displacement of the substrate atoms due to the propagating
SAW wave is proportional to the (complex) electrostatic surface potential given by USAW =
ÛSAW exp[i(ωSAWt − kSAW · x)] [23], where ÛSAW, kSAW, and x = (x, y, z)T denote the amplitude
of the surface potential, the SAW wave vector, and the position vector, respectively. In this work,
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it is assumed that the SAW substrate is in contact with a dilute aqueous electrolyte, i.e., with
a (moderately) conducting liquid, so that the flow actuation principle discussed herein would
be weakened by a charge transfer between both. Yet, it has recently been shown that acoustic
streaming induced by SAWs can still be present in strong electrolytes [24], while LN acoustic
plate sensors may detect liquid electrolytes based on the conductivity-dependent frequency shift
and attenuation of the SAW [25]. The latter finding was mainly attributed to the polarization of
the electrolyte by the electric field via migration of dissolved ions rather than to the reduction
of the surface potential by conduction through the electrolyte between oppositely charged areas on
the LN substrate. In addition, the performance of LN as an anode material in contact with aqueous
electrolytes has been studied using galvanostatic charge-discharge measurements [26] and cyclic
voltammetry [27]. In these experiments, a pronounced capacitive behavior of LN was proven. In
turn, this indicates that an electric double layer (EDL) builds up on the surface of the material.
This claim is supported by an experimental study in which a liquid microlens array is generated on
top of a LN substrate by electrowetting effects and driven by the pyroelectric behavior of LN [28].
Together, these studies suggest that typical setups for (small-scale) acoustofluidics can be used to
address SAW-driven electroosmotic flow (EOF) as well. Considering the high SAW frequencies,
the ion cloud in the vicinity of the wall cannot reach a state of mechanical equilibrium, or in other
terms, the Gibbs-Duhem equation, expressing that the sum of the gradients in chemical potential (at
constant temperature) of each electrolyte component equals zero, is not fulfilled [29]. This leads to
an electroosmotic propulsion (EOP), which originates from the SAW along the surface and adds to
the flow induced by acoustic streaming. Typical SAW flow domains are large in comparison to the
EDL thickness so that electric fields and affiliated currents in between oppositely charged regions,
ultimately driving the EOP, are small. In the case that narrow channels are considered, where both
channels walls are subjected to a SAW, these currents and the corresponding EOP can be large,
leading to flow that might exceed the one induced by acoustic effects. This is the focus of the
present paper.

The underlying physical principle of SAW-induced EOP is identical to the one of induced-charge
(IC) EOF [30] and alternating current (AC) EOF. In the simplest form of EOF, an externally
applied (i.e., source-free) electric field acts on the charge density of an EDL formed at a charged
wall. Over the past two decades, a plethora of technological applications for such electrokinetic
flows has emerged. For instance, one can take advantage of the large surface-to-volume ratio
to perform sensing applications in micro-total-analysis systems (μ-TAS) [31–33], enhance the
cooling of microprocessors [34], or to embody small-scale energy conversion systems [35,36],
in which mechanical energy is partially converted into electric energy. For moderate external
fields, the ion cloud is in a state of mechanical equilibrium, implying that the osmotic and the
electrostatic forces caused by the local electric field within the EDL exactly cancel each other.
Most prominently, this is the case for solutions that invoke the classical Poisson-Boltzmann (PB)
theory. Nevertheless, the mechanical balance can be disturbed—for instance—by applying gradients
in bulk ion concentration or temperature, giving rise to diffusoosmosis [37,38] or thermoosmosis
[39,40], respectively. Furthermore, using permselective membranes as wall material permits electric
currents passing through them, which beyond certain thresholds of the driving electric field may
lead to concentration polarization and a mechanical imbalance of the ion cloud in the vicinity of the
wall. As a consequence, an electrohydrodynamic (EHD) instability develops, which is the reason
for the experimentally observed overlimiting current through nanopores [41]. By the same principle,
the application of large or time-varying electric fields at the walls as used in ICEOF and ACEOF,
respectively, may disturb the mechanical equilibrium of the ion cloud near them as well.

For the latter, the equations governing the ion distribution and the electric potential remain
nonlinear even in the limit of the Reynolds number Re → 0, so that the time-averaged ACEOF
does not vanish [42,43]. In the thin EDL limit and disregarding the Stern layer, the flow velocity
at the surface can be approximated by 〈u〉 = ε/(4η)∇ s[(
U )2] [43]. The dielectric permittivity
of the electrolyte solution is denoted by ε, while the spatial gradient along the electrode surface
is given by ∇ s. The voltage drop across the diffuse part of the EDL is denoted by 
U . Clas-
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sically, two electrodes separated by a small gap are arranged along the flow boundary to apply
peak-to-peak AC potentials of O(100)V, leading to time-averaged vortex patterns with peak veloci-
ties of O(10−1 − 100) mm s−1 at O(100) kHz [42]. The characteristic timescale is given by the RC
time of the EDL defined by tRC = (λDh)/D [30], where h and D denote the channel width and the ion
diffusivity, respectively. The nominal EDL thickness is given by λD =

√
εkBT/(2e2ν2n0), with kB,

T , e, ν, and n0, denoting the Boltzmann constant, the absolute reference temperature, the elementary
charge, the valence of the symmetric ν : ν electrolyte, and the reference ion concentration in the
bulk, respectively. Using much lower frequencies than t−1

RC provides sufficient time for the ions to
attain a mechanical equilibrium, while significantly exceeding t−1

RC leads to a practically uncharged
EDL, so that both limits go along with vanishing ACEOF. Using an array of electrodes placed
along the flow boundaries together with appropriate phase differences of the driving voltages
according to a traveling AC wave may lead to unidirectional flow [44–49]. The magnitude of the
corresponding flow largely depends on the ability to pattern the flow boundary with narrow-spaced
and interconnected electrodes.

The work reported in this paper can be viewed from two different perspectives. First, it is a
fundamental study of the electrokinetic effects induced by SAWs in narrow channels. In the second
perspective, the idea of traveling-wave (TW) ACEOF is picked up, but surface acoustic waves
(SAWs) moving or standing along a (piezo-active) flow boundary are considered to induce the
alternating electric wall potential instead of microfabricated electrode arrays. In the following, the
mathematical description used to compute the flow field is detailed, succeeded by the numerical im-
plementation and its verification by means of known results from ACEOF. Subsequently, parameter
variations are performed and discussed.

II. MATHEMATICAL DESCRIPTION

The momentum equation for an incompressible, (Newtonian) liquid electrolyte is given by

ρ[∂t u + (u · ∇ )u] = −∇ p + η∇ 2u − ρf∇ φ, (1)

where the partial time derivative, the velocity vector, and the fluid pressure are denoted by ∂t ≡ ∂/∂t ,
u = (u, v,w)T, and p, respectively. The last term on the right-hand side (RHS) of Eq. (1) describes
the Maxwell stress, where the charge density is given by ρf, while φ denotes the electric potential.
The latter two are connected via the Poisson equation according to

∇ 2φ = −ρf

ε
. (2)

In this work, the frequency dependence of ε is neglected since for water this becomes significant
only for frequencies above 1 GHz [50]. The charge density can be expressed by the number
concentrations of the ion species. For a symmetric electrolyte, one finds

ρf = eν(n+ − n−). (3)

In turn, the ion number concentrations n± are determined by the Nernst-Planck equations (NPEs)
given by

∂t n± + u · ∇ n± = ∇ · [D±∇ n± + eν±μ±n±∇ φ], (4)

where the electrophoretic mobilities of the cation (subscript “+”) and the anion (subscript “−”) are
given by the Stokes-Einstein relation according to μ± = D±/(kBT ), while the valences are given
by ν+ = −ν− = ν. To focus on the essential physics, constant and equal diffusion coefficients for
both ion species are assumed, i.e., D± = D.

This work focuses on flows through planar, parallel-plate channels so that a description in two
spatial dimensions is sufficient. For such flows, the stream function–vorticity formulation can be
employed. Following the standard procedure, the pressure can be removed from Eq. (1) to read

ρ[∂tω + ∂yψ∂xω − ∂xψ∂yω]=η∇ 2ω + ∂xρf∂yφ − ∂yρf∂xφ, (5)
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where ψ denotes the stream function with ∂yψ ≡ ∂ψ/∂y = u and ∂xψ ≡ ∂ψ/∂x = −v, while
ω = ∇ 2ψ . For cases that can be described by the PB theory, the ions in the vicinity of the wall
follow the Boltzmann distribution. Consequently, for a symmetric electrolyte with n0 denoting
a reference ion concentration at φ = 0, the corresponding charge density is given by ρf,PB =
−2eνn0sinh[eνφ/(kBT )]. Thus, in this case at constant temperature and if in addition no external
electric field is applied, the electroosmotic propulsion force defined by

FEOP = ∂xρf∂yφ−∂yρf∂xφ (6)

is identical to zero. This remains valid for any ion distribution for which ρf = f (φ) and with φ

denoting the only variable. For instance, this also includes all systems that can be described by
the Debye-Hückel (DH) approximation in the limit of low φ. Hence, within the PB theory, for
stationary and isothermal electrokinetic systems with vanishing inertial effects and no external field,
the stream function is determined by the biharmonic equation ∇ 4ψPB = 0 [40,51,52]. In general,
the charge density cannot be expressed by ρf,PB so that the EOP may be nonvanishing even without
the application of an external electric field, indicating that the ion cloud in the vicinity of the wall is
not in a state of mechanical equilibrium.

Expression (5) is made dimensionless by scaling the x and y directions by the SAW wavelength
λSAW and the channel height h, respectively, i.e., x = x/λSAW and y = y/h. The aspect ratio is
given by A = h/λSAW = h fSAW/cSAW. Furthermore, employing a scaling velocity denoted by u0,
the dimensionless stream function is defined by ψ = ψ/(hu0), while ω = ωh/u0. Time is scaled
using fSAW according to t = t fSAW. This leads to

Ro∂tω + Re(∂yψ∂xω − ∂xψ∂yω) = (
A2∂2

x + ∂2
y

)
ω + Ha(∂xρf∂yφ − ∂yρf∂xφ). (7)

The dimensionless charge density is given by ρf = ρf/(eνn0), while φ = φeν/(kBT ). The (viscous)
Roshko number, the Reynolds number, and the Hartmann number are defined by Ro = h2 fSAWρ/η,
Re = Aρu0h/η, and Ha = Ahn0kBT/(ηu0), respectively.

The nondimensional Poisson equation is given by

(
A2∂2

x + ∂2
y

)
φ = −κ2

0

2
(n+ − n−), (8)

where the nondimensional Debye parameter is defined by κ0 = h/λD. The nondimensional ion
number concentrations n± = n±/n0 are governed by the nondimensional NPEs, given by

Roi,±∂t n± + Pei,±(∂yψ∂xn± − ∂xψ∂yn±) = (
A2∂2

x + ∂2
y

)
n± ± νn±

(
A2∂2

x + ∂2
y

)
φ

± ν(A2∂xn±∂xφ + ∂yn±∂yφ), (9)

where the ionic Roshko number and the ionic Péclet number are given by Roi,± = h2 fSAW/D and
Pei,± = Au0h/D, respectively.

This work focuses on flows driven by a nonvanishing EOP alone. In such systems, a nonuniform
osmotic pressure is the main source for fluid motion and balanced by viscous stresses of the
same order of magnitude. Hence, according to its definition, Ha = 1 is assumed and used to
define the scaling velocity according to u0 = Ahn0kBT/η = h2n0kBT fSAW/(cSAWη). In this study,
the thermophysical properties of an aqueous electrolyte solution and the operation parameters
as summarized in Table I are used. With these values, the characteristic velocity and numbers
pertinent to the present study can be computed as listed in Table II. Hence, flow velocities
corresponding to Ha = 1 are far below 1 m s−1. For narrow channels as considered in this work,
Re 	 1, i.e., advective momentum transport is negligibly small, while the unsteady term in Eq. (7)
proportional to Ro is not. With respect to the NPEs, in this work Pei,± = O(10−7–100), while Roi,±
is typically several orders of magnitude larger. Hence, the ion transport governed by the NPEs is
decoupled from the momentum transport. As a side note, for systems with an ion cloud pushed
away from mechanical equilibrium by a strong externally driven flow characterized by a large u0,
counterintuitively, the corresponding EOP is independent of u0. As can be seen from Eq. (7), the
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TABLE I. Thermophysical properties of aqueous electrolyte solution and other parameters employed in
this study. aYeo and Friend [14]. bBuchner et al. [53].

Fluid properties Other parameters

Parameter Range of variation Parameter Range of variation

ρ0 (kg m−3) 1000 cSAW (m s−1) 3965a

η0 (Pa s) 1 × 10−3 fSAW (MHz) 10−1–102

n0 (M) (0.1–10) × 10−3 λSAW (m) 10−5–10−2

D (m2 s−1) (1–5) × 10−9 Û (V) 0.25–1.25
ε/ε0 78.14 b h (m) (3–480) × 10−9

ν 1 λD (m) (3–30) × 10−9

EOP is proportional to Ha, while ρf is governed by Eq. (9) and proportional to Pei,±. Hence, the
EOP scales as Ha Pei,± = hn0kBT/(ηD), which is independent of u0. Furthermore, since the base
flow is proportional to Re and scales as the EOP linearly with respect to h, enlarging u0 or h will
not enhance the magnitude of the secondary flow driven by the EOP in comparison to the base flow
velocity that causes the nonequilibrium EDL in the first place. Thus, it can be concluded that for an
externally imposed base flow the secondary EOP-driven flow can practically always be disregarded,
except for the special case of unusually small ion diffusivities.

Standing (SD) or traveling (TV) SAWs are considered in this work. The corresponding electro-
static wall potentials of amplitude Û are assumed to be given by

USD = Û sin(2πt )cos(2πx + 
ϕ) (10)

and

UTV = Û sin[2π (x − t ) + 
ϕ], (11)

respectively. The phase shift between two SAWs is denoted by 
ϕ, which is relevant for the cases
where SAWs of identical frequency are applied on both channel walls. As will be discussed later
on, the application of SAWs of different frequencies were found to be not beneficial to maximize
the induced EOF transport.

The wall potential is screened not only by the diffuse part of the EDL but also by the immobile
ions in the Stern layer. To account for this effect, the Stern layer model described by Olesen
et al. [54] is commonly implemented. It considers the Stern layer as a parallel-plate capacitor of
capacitance CSt, while the continuity of the dielectric displacement field vector at the interface
between the Stern and the diffusive layer leads to the following mixed boundary condition [54]

CSt(U − φ) + εn · ∇ φ = 0. (12)

TABLE II. Typcial values of the characteristic velocity and dimensionless numbers pertinent to the present
study.

Scaling parameters

Parameter Range of variation Parameter Range of variation

u0 (m s−1) 10−11–10−1 Re 10−20–10−4

A 10−8–10−2 Ro 10−5–101

κ0 100–102 Pei,± 10−18–10−1

Ha 1 Roi,± 10−1–103
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The surface normal pointing into the electrolyte is denoted by n. In nondimensional form and with
U = Ueν/(kBT ), Eq. (12) reads

U − φ + δSt

κ
n · ∇ φ = 0. (13)

For the parallel-plate channel n · ∇ φ = ∓∂yφ, with the minus sign valid for the lower wall and
the plus sign for the upper wall. The ratio between the (nominal) capacitance of the diffuse part of
the EDL relative to the one of the Stern layer is denoted by δSt = CD/CSt with CD = ε/λD. While
the model of the Stern layer has been incorporated in the mathematical framework of this work, the
results discussed in the following have been obtained without it. Since it is a simple capacitor model,
it just lowers the effective ζ potential acting on the fluid. This was verified by several numerical tests
(not shown). Commonly used as a parameter to fit model results to those obtained from experiments,
values of δSt are difficult to estimate and may be in the range of δSt = 0.01–10 [54]. Furthermore,
recent work suggests that due to extraordinarily slow ad- and desorption processes it may take
a few hundred seconds to fully charge the Stern layer [55]. This would be orders of magnitude
too long to follow the electric signal of the SAW. Thus, it is likely that for the high frequencies
considered in this work the Stern layer remains practically uncharged. To avoid building our results
on a boundary condition that is speculative in the present context, we neglect the Stern layer in
most of our simulations. Instead, to obtain results that are conservative with respect to the flow
velocities achieved, we assume a voltage amplitude not exceeding 1.25 V, which is approximately
30–40 times smaller than typical values used for IDTs in practice [56].

The voltage amplitude is attenuated with increasing distance from the IDT. If the voltage
attenuation is proportional to the attenuation of the acoustic wave, one may write [2]

Û = Û |x=0e−α x, (14)

with the (nondimensional) attenuation coefficient given by

α = ρcliq

ρscSAW
, (15)

with ρs denoting the density of the piezo-active channel walls. Equation (15) is an accurate estimate
only for an acoustic wave propagating in a solid that is in contact with a semi-infinite liquid body. For
narrow channels with their increased viscous dissipation, it may serve only as a rough orientation.
Herein, α −1 ≈ 12, i.e., the voltage signal attenuates to 1/e of its initial value on a length that is
about 12 times larger than λSAW. This suggests that for channels that measure only a few multiples
of λSAW in length, attenuation may be neglected.

Large wall potentials can induce large ion densities, eventually leading to ion crowding [57,58].
With respect to the latter, steric effects can be accounted for by employing the modified NPEs of the
Bikerman model [59], which can be obtained by adding

j
B
± = A2∂x

[
n±

∂x(n+ + n−)

nmax − n+ − n−

]
+ ∂y

[
n±

∂y(n+ + n−)

nmax − n+ − n−

]
(16)

to the RHS of Eq. (9). The maximal nondimensional number concentration is given by
nmax = 1/(a3

ionn0), where aion denotes the distance between densely packed ions. Herein,
aion = O(100–101) Å [59–61], while n0 = O(10−4–10−2)M, so that nmax = O(103–106). Hence, in
the light of the relatively low bulk ion concentrations assumed in this work, corrections obtained
from Eq. (16) are negligibly small for most cases addressed in this study. This was verified
numerically (not shown).

For sufficiently small potentials, the model outlined above can be linearized to provide an
analytical expression for the time-averaged EOF velocity just outside of the EDL, which was derived
by González et al. [43] for ACEOF. This (effective slip) velocity is given by

〈u〉 = − ε

4η
�∂x|φ − U |2, (17)
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FIG. 1. In the upper part of this figure, a sketch of the parallel-plate channel, the computational domain, and
the employed boundary conditions are shown. Segments 1 and 3 are passive sections not subjected to a SAW,
employing no-slip boundaries of unspecified electric potential, supplemented by either a no-flux boundary
condition (boundaries c) or periodic ion concentrations (boundaries d). Segment 2 consists of no-slip and
no-flux but piezo-active side walls (boundaries a and b). In the lower part, the electric potential φ (color scale
online, grayscale in print), the (polarity-independent) fluid stress −∇ p − ρf∇ φ (white arrows), as well as the
corresponding fluid motion (black arrows and black streamlines) are shown for the two (nondimensional) time
instants t = 0.25 and t = 0.75.

where � = 1/(1 + δSt). Using the linearized and time-averaged expressions for the charge density
and the electric potential as derived in that work, one finds |〈∂yρ f ∂xφ〉| = |〈∂xρ f ∂yφ〉| + �∂x|φ −
U |2/4. Thus, FEOP as expressed by Eq. (6) is indeed nonvanishing for ACEOF. In a notation using
primitive variables, this implies that ||〈∇ p〉|| �= ||〈ρ f ∇ φ〉||. As illustration of this imbalance, one
may assume that in the normal direction to the wall the pressure gradient and the gradient of the
electrostatic stress exactly cancel each other since no flow through the wall is permitted. Hence,
〈∂y p〉 ≈ −〈ε∂y(∂yφ)2/2〉 so that p is fixed except for an integration constant. Since the pressure
is a scalar, it acts with the same strength in the direction parallel to the channel wall. In that
direction, there is no obstacle or boundary to enforce the balance between the pressure gradient
and electrostatic stress so that in general 〈−∂x p − ρ f ∂xφ〉 �= 0. This imbalance causes the net flow.
In the lower part of Fig. 1, this basic mechanism is illustrated for a wall subjected to a sinusoidal
wave of the electrostatic surface potential. Despite the fact that the electric potential φ (indicated
by a color scale) at the nondimensional time t = 0.75 is reversed in comparison to the instant at
t = 0.25, the corresponding fluid stress −∇ p − ρ f ∇ φ (indicated by white arrows) is identical and
induces a fluid motion in the same direction (indicated by black arrows and black streamlines).
Thus, despite the alternating polarity of the electrostatic potential, one obtains (on time-average)
an unidirectional flow. Based on Eq. (17), the maximal velocity of such a fluid motion occurs at a
frequency of

fmax = �−1 0.199
√

σ


x
, (18)
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with σ = εD/λ2
D denoting the electric conductivity of the electrolyte, while 
x denotes the size

of the gap between two electrodes. As it was suggested to be a valid assumption by experiments
preceding the theoretical work [42], in the course of the derivation of Eqs. (17) and (18) it was
assumed that fmax = O(t−1

RC ) [43].
Herein, we do not consider stationary electrodes, but the surface potential is induced by SAWs

standing or traveling along the wall. Equivalent systems have been considered in the context of
ACEOF by placing several electrodes with a spacing of λ0 = 2π/k0 along the wall and energizing
them according to a traveling wave, where k0 denotes the wave number of the wall electrode. In that
case, the (time-averaged) electroosmotic slip velocity just outside of the EDL is found to read [44]

〈u〉 = �
εk0Û 2

2η

�0

1 + �2
0

, (19)

which is maximal at �0 = 1 with �0 = 2π f0CD/(σk0). For SAW actuation, k0 is not a free
parameter but given by the dispersion relation of the SAW. Hence, by contrast to TV-ACEOF, one
finds two opposing effects: Higher frequencies imply reduced charging of the EDL but larger wave
numbers, while smaller frequencies imply stronger EDL charging but smaller wave numbers. More
specifically, invoking the SAW dispersion relation to estimate the magnitude of the SAW-induced
EOF implies that �0 = cSAWCD/σ is a constant and that 〈u〉 as expressed by Eq. (19) is linearly
increasing with the SAW frequency. Hence, no finite frequency with maximal EOF should be
expected. With these considerations and for cSAW = 3965 m s−1, Û = 1 V as well as the thermo-
physical properties listed in Table I, one finds sizable SAW-EOF velocities above 1 μm s−1 only
for frequencies above 100 MHz. Ignoring the functional dependence of (19) on �0 and assuming
fSAW = 1 MHz leads to an estimate of 〈u〉SAW,max = O(10−1) mm s−1. Such an estimate corresponds
to the Helmholtz-Smoluchowski (HS) velocity expressed by

uHS = εζ

η
E , (20)

for which the electric field E equals 2ζ/λSAW, while ζ ≡ Û . On the one hand, since ACEOF
and SAW-induced EOF share the same physical origin, expression (19) is physically justified but
provides unrealistic estimates. On the other hand, expression (20) provides more realistic estimates
but the simplification leading to it cannot be fully justified. These contradicting estimates obtained
from the linearized model ask for a more careful view on the interplay between the RC time of the
EDL, high electrostatic surface potentials, and the dispersion relation of the SAW. As described in
the next section, this can be addressed by a full nonlinear numerical simulation.

III. DETAILS OF THE COMPUTATIONAL MODEL AND TEST CASES

A sketch of the (nondimensional) computational domain is shown in the upper part of Fig. 1. All
of the three segments 1–3 have a nondimensional height of one, where segments 1 and 3 are passive
sections of length three that are not subjected to a SAW. Along the side walls of these segments
(marked by “c”), no-slip,

∂xψ = ∂yψ = 0, (21)

and no-flux,

j± · n = 0, (22)

are applied as boundary conditions, with n denoting the surface normal and

− j± = ∇ n± ∓ νn±∇ φ (23)

denoting the diffusive-electromigrative ion flux vector. Herein, the nondimensional nabla operator
is defined by ∇ = (A∂x, ∂y)T. At the channel ends (marked by “d”), while still enforcing the no-slip
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condition, the no-flux condition is replaced by the condition of periodicity of the ion concentrations
between both channels ends. However, it was verified that enforcing the no-flux condition instead
leads to the same results. Considering that the investigation of SAW-induced flow through a channel
is the focus of the present work, it might be surprising that the no-slip boundary condition is used at
the channel ends. As will be detailed further below, this is a consequence of the numerical solution
approach. Segment 2 incorporates no-slip and no-flux but piezo-active side walls (marked by “a” and
“b”), where the electric boundary conditions expressed by Eqs. (10) or (11) are imposed. While λSAW

itself varies with fSAW according to the dispersion relation, for every simulation and independent of
the frequency the nondimensional length of segment 2 equals five, i.e., five SAW wavelengths are
included within the computational domain. For all cases, ψ = 0 was set along boundary a.

The governing, time-dependent equations (7)–(9) along with its boundary conditions were
implemented using the partial differential equations (PDE) mode in COMSOL MULTIPHYSICS 5.4 [62]
and solved on a dense structured but anisotropic grid, which was highly refined along the charged
walls to improve the resolution of the local electric field. Quadratic (Lagrangian) shape functions
were employed for the spatial discretization, while the constant Newton-Raphson method was used
to linearize the nonlinear parts of the governing equations. All simulations were carried out on a Dell
Precision T7500 workstation with Ubuntu 12.04 LTS as operating system. Appropriate convergence
studies were carried out with respect to mesh density and time step size. Since the COMSOL solver
employs a variable time-stepping scheme according to a specified relative tolerance, the temporal
convergence study was conducted by successively tightening the relative residual during each time
step iteration, which forces the iterative solver to reduce the time integration increments.

With the described stream function–vorticity formulation, it was not possible to simulate SAW-
driven EOF in channels with open ends, for which the no-slip condition at the channel ends
(segments “d”) needs to be replaced by the condition of periodicity with respect to the (axial) flow
velocities. In such cases, it was found that an artificial pressure-driven flow is superimposed, which
strongly exceeds the EOF. The reason for this is that the advective term in Eq. (7) is typically
vanishingly small so that the effective momentum equation is linear. In this case, an artificial
pressure-driven flow described by ψart with ∇ 4ψart = 0 can be added to the EOF described by
ψ = ψEOF, so that ψ = ψEOF + ψart is still a solution of the governing momentum equation.
This problem could only be circumvented by simulating channels with closed ends, for which the
SAW-driven EOF leads to a (now physically justified) pressure gradient along the channel and a
corresponding (time-averaged) backflow with a Hagen-Poiseuille (HP) profile. For a parallel-plate
channel as depicted in Fig. 1 and in a nondimensional form, this is described by

ψHP = 1
2 A∂x p

[
1
3 (y3 − 1) − 1

2 (y2 − 1)
]
, (24)

where the nondimensional pressure gradient along the channel is given by A∂x pHP = ∂yω|y=0.5.
The SAW-driven EOF was computed by subsequently subtracting the analytical solution (24)
from the numerically obtained complete solution, where ∂yω|y=0.5 was taken as the line average
along the channel center plane of segment 2 from the time-averaged numerical simulation. Note
that for a pure EOF, this value is identical to zero. Attempts to prevent the artificial pressure-driven
flow by imposing ∂yω|y=0.5 = 0 along the center plane or along the domain boundaries were not
successful.

To allow for a parametric study of fSAW, it is essential for any modeling framework of SAW-
induced flow that the domain length can be scaled by a multiple of λSAW since fSAW affects λSAW via
the dispersion relation. Otherwise every other value of fSAW would require a different computational
domain if always the same number of multiplies of λSAW should fit into the domain. In the present
study, employing a commercial fluid solver, this restricted the choice of the problem formulation
and numerical implementation to the chosen one, at the expense of involving the problem of an
artificial pressure-driven flow.

To check the numerical implementation, the simulation code was used to reproduce well-known
solutions to relevant EOF problems. First, in the thin EDL limit and for constant, low-valued wall ζ

potentials, it was ensured that at steady state one obtains the HS velocity (20) and the corresponding
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(quasi) plug flow. Second, to check the correct implementation of the time-dependent terms, the
numerical work of Suh and Kang [63] and Suh [64] was used. In these studies, the transient flow
induced by a sudden increase of the ζ potential from zero to a constant value is addressed. Starting
from uniform ion concentrations, the flow vanishes as soon as the ion concentrations in wall vicinity
follow the Boltzmann distribution such that the ion cloud in the EDL is in a state of mechanical
equilibrium. Comparing the domain-averaged absolute flow velocity as a function of time for a wall
potential of either 0.2 V or 1 V (as shown in Fig. 2 of Ref. [64]), full quantitative agreement was
found.

The comparison with early numerical studies on ACEOF is hampered by the circumstance that
most of them address systems with larger geometric length scales to allow for an easier experimental
validation. For instance, in Green et al. [65], ACEOF is induced by two wall electrodes placed next
to each other and actuated by AC voltages in the kHz range, while the transport phenomena due to
the nonequilibrium EDL are not resolved. Instead, a thin double-layer model is used which imposes
Eq. (17) as an analytical expression for the time-averaged EOF velocity at the boundary between
the diffuse layer and the bulk. The effective Debye parameters characteristic for such studies are
of the order of κ0 = O(5 × 103). The simulation code underlying our work fully resolves the
nonequilibrium processes in the EDL both in space and time. To be applicable for larger systems,
a high mesh density with strong grid anisotropy needs to be employed, next to high orders (at
least cubic) of the interpolation functions used for discretization. Since Green et al. [65] solely plot
the simulated time-averaged streamlines without providing quantitative flow characterization, only
a qualitative comparison was possible, which was conducted at a frequency of 1 kHz (Fig. 11(c)
in Ref. [65]) and suggested good agreement. For quantitative tests, a comparison with the system
simulated by Pribyl et al. [66] was undertaken. In that work, ACEOF is induced by AC voltages
with frequencies ranging from 101 to 105 Hz, while the fully resolved EDL is characterized by an
effective Debye parameter of 100. For example, for a selected AC frequency of 100 Hz, the evolution
of the cross-averaged axial velocity in time as shown in Fig. 2 of Ref. [67] was fully reproduced
with the present code.

All simulations discussed in the following start at t = 0 with a uniform bulk ion concentration of
n = (n+ + n−)/2 = 1. As such an initial bulk ion distribution at nonvanishing ζ potentials implies
mechanical nonequilibrium, a transient osmotic flow is observed even if a time-independent wall
potential is applied. This transient flow vanishes with time, and in the case of applying an AC voltage
a stable periodic flow remains [66]. To obtain reproducible time-averaged results, all simulations
consisted of two parts: The first was undertaken until the flow field at t = t2 was indistinguishable
from the one at t = t1 = t2 − 1, i.e., one time period before. In this context, the existence of a
flow field that is synchronized with the SAW indicates that subharmonic modes are not present,
permitting averaging over one SAW time period. Consequently, a second simulation of the same
case for a time period of 
t = 1 was conducted, with the results obtained from the previous one
at t = t2 as start values. Intermediate solutions within 
t were saved at narrow increments and
subsequently used to compute the time-averaged flow field by numerical integration with high
accuracy.

IV. RESULTS AND DISCUSSION

A. Standing waves

First, cases are considered in which the ζ potential along the walls of the channel midsegment 2
(see Fig. 1) follows a standing SAW expressed by Eq. (10) with the voltage amplitude amounting to
Û = 1.25 V. Either a single wave (SW) on one side or two waves (DW) of the same frequency but
with a phase shift 
ϕ on both sides of that channel section are employed. In Fig. 2, the space- and
time-averaged root-mean-square (rms) velocity defined by

〈v〉rms = u0

5

∫ 1

0

∫ 5

0

√
∂x〈ψ〉2 + ∂y〈ψ〉2dxdy (25)
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FIG. 2. Space- and time-averaged rms velocity 〈v〉rms within the channel midsegment 2 defined in Fig. 1
are shown as a function of the SAW frequency. Either a single (SW) SAW is applied to the lower wall or
two (DW) SAWs of the same frequency but with a phase shift 
ϕ are applied on both sides of that channel
segment. A ζ potential distribution was imposed as given by Eq. (10), where the voltage amplitude amounts to
Û = 1.25 V. Representative streamlines for the different SW and DW configurations are shown in the panels
on the right-hand side of the x-y diagram. The time-averaged stream function

∫ 1
0 ψdt is exemplarily shown

for fSAW = 10 MHz and 
ϕ = π/2 on the top panel. The domain height, the nominal EDL thickness, and the
bulk ion concentration equal h = 480 nm, λD = 9.61 nm, and n0 = 1 mM, respectively. The plotted domain
length equals 2λSAW, where λSAW = cSAW/ fSAW with cSAW = 3965 m s−1. For reference, t−1

RC = 1.1 MHz. The
lines connecting the data points in the x-y diagram are guides to the eye.

is shown as a function of the applied SAW frequency, with 
ϕ as a parameter and where

〈ψ〉 =
∫ 1

0
ψdt (26)

denotes the time average of the stream function over one period. While 〈v〉rms is nonvanishing,
there is no net axial velocity along the channel, i.e., at every instant in time, the axial flow velocity
integrated across the channel width is identical to zero. For a qualitative discussion, the streamlines
at t = 0.25 and 10 MHz are shown on the RHS panel of Fig. 2, where the plotted domain height
equals h, while its length equals 2λSAW. Qualitatively, the time-averaged streamlines for each case
look identical to the instantaneous ones (not shown), except for a very brief moment in every quarter
cycle when the instantaneous vortices change its sense of rotation. As a representative example,
〈ψ〉 is shown for fSAW = 10 MHz and 
ϕ = π/2 on the top panel of Fig. 2. From the stream
function plots, it can be seen that the SAW-induced EOF may cause two fundamentally different
flow patterns: For a SW or a DW with 
ϕ = π/2, the vortices stretch over the complete channel
width, while for a DW with either 
ϕ = 0 or π the vortices are symmetric with respect to the
channel center plane. This implies that in these cases twice the number of vortices are present. In
comparison to the SW case, for which the vortices are aligned vertically to the channel center plane,
the vortices of the DW case with 
ϕ = π/2 are tilted, with the tilt angle being proportional to A.
For the latter case, 〈v〉rms is up to three times larger than for the SW case. The values of 〈v〉rms of
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the DW case with 
ϕ = 0 are negligibly small. As implied by expression (12), ICEOF is mainly
driven by electric currents into the EDL. Since for 
ϕ = 0 the opposing channel walls are kept at
a potential distribution being symmetric to the center plane, such cross currents are minimized and
no measurable ICEOF is achieved. The largest value of 〈v〉rms is obtained at 10 MHz and 
ϕ =
π/2, amounting to 65 μm s−1. By contrast to the expectation discussed before in the context of
Eq. (19), there seems to exist an optimal actuation frequency which lies between 1 and 10 MHz in
all cases studied. In earlier work on ICEOF and ACEOF, larger systems were considered for which
t−1
RC is in the kHz range. Since narrow channels are considered herein, tRC is significantly smaller

than in these previous cases. For h = 480 nm, λD = 9.61 nm, and D = 5 × 10−9 m2 s−1, one finds
t−1
RC = 1.1 MHz. Hence, the maximum in the average velocity can be explained by the characteristic

timescale to charge the electric double layer. Figure 2 underpins not only the importance to utilize
two SAWs on the opposing channel walls instead of just a single SAW, but also the sensitivity of the
system with respect to 
ϕ: Given that no electric current enters or leaves the computational domain,
the electric charge needed to rebuild the EDL on one side of the channel originates from the EDL
on the opposite side. Consequently, the SAW-induced EOF goes along with large periodic currents
connecting the EDLs on the opposite sides of the channel.

For comparison, a number of simulations were conducted where the Stern layer was implemented
via relation (13) (not shown). The Stern parameter δSt was varied from 0.1 to 10. It was found that
with increasing δSt the Stern layer reduces the effective ζ potential, weakening the SAW-induced
EOF. For δSt = 0.1 and below, 〈v〉rms was practically unaffected by the presence of the Stern layer.
Furthermore, given the large electric potentials involved, it was found that invoking the Debye-
Hückel (DH) approximation to calculate the voltage drop across the Stern layer from (12) by the
simplified expression

φ|y=0 ≈ Û

1 + δSt
(27)

is inaccurate and of little practical relevance.
For the following discussion of traveling waves, it is emphasized that for a standing SAW the

direction of rotation of the vortices depends on the sign of the temporal change of the local electric
potential. For an increasing absolute local value, flow is directed toward such areas, while for a
decreasing absolute local value, flow is directed away from it. This implies that in each cycle of
the SAW, the vortices change their direction of rotation four times. During each vortex reversal,
additional vortices emerge from areas close to the walls which subsequently replace the previous
counter-rotating vortices. This process is illustrated in Fig. 3, where the height of the plotted domain
equals h, while its length equals λSAW. From these plots it is apparent that there are always four
vortex pairs (each pair consisting of two counter-rotating vortices) within a single λSAW, which
corresponds to the four sections of a sinusoidal wave in which the electric surface potential either
increases or decreases. A number of simulations were conducted where the SAW wavelength along
the upper channel wall differs from the one at the bottom wall, potentially causing (frequency)
beating effects (not shown). In all cases studied, the time-averaged velocities were always lower
than for the corresponding case with identical wavelengths on both walls. Hence, if increasing the
effective flow velocities is the key target, the SAW frequencies and wavelengths should be identical
on both walls.

B. Traveling waves

The flow profiles induced by traveling SAW waves appear qualitatively identical to those shown
in Fig. 2 as insets, just that the vortex pairs are not stationary but travel along the channel. Hence,
by contrast to a stationary SAW, a traveling SAW induces a net axial flow. Such flow profiles differ
from those observed in TW-ACEOF, where the streamlines meander along the channel due to the
presence of the electrodes but are not closed to form vortices [44,48]. The reason for this is that in
the latter case the electrode spacing is such that A = O(1), while in the present case A 	 1.
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FIG. 3. Time evolution of the vortex pattern upon sign change of dtUSD for the DW case with fSAW =
10 MHz, 
ϕ = π , and Û = 1.25 V. The nominal EDL thickness, the bulk ion concentration, as well as
the plotted domain height and length equal λD = 9.61 nm, n0 = 1 mM, h = 480 nm, and λSAW = 0.396 mm,
respectively.

Figure 4(a) shows the net axial velocity defined by

〈u〉ax = u0

5

∫ 1

0

∫ 5

0
|∂y〈ψ〉 − ∂yψHP|dxdy (28)

as a function of fSAW if two traveling waves move along both walls of channel segment 2 with a
phase shift of either 
ϕ = π/2 or π . As discussed before, due to the emergence of an artificial
pressure-driven flow in simulations of a channel with open ends exposed to a traveling SAW,
all simulations were conducted for a channel with closed ends. Since in that case the traveling
SAW leads to a (physically justified) pressure-driven backflow, to arrive at the net axial flow
velocity, in Eq. (28) the corresponding HP flow profile is subtracted from the axial flow velocity
computed numerically. The time-averaged stream function 〈ψ〉 is calculated by the numerical
simulations for a closed channel, while ψHP is given by Eq. (24), along with the approach to obtain
A∂x pHP = ∂yω|y=0.5 from the numerical simulations, as described before. For the simulations shown,
h = 480 nm, while λD = 9.61 nm, and Û = 1.25 V. The largest axial mean velocity is obtained for
fSAW = 10 MHz and 
ϕ = π , amounting to more than 0.2 mm s−1. This is almost three times more
than the largest value of 〈v〉rms obtained for standing waves under the same conditions. The reason
for this discrepancy is the absence of vortex reversals in the TV wave cases. While for the SD wave
cases the vortex pairs change their rotation direction four times in each cycle, the vortex pairs in the
TV wave cases keep their direction of rotation within a reference frame comoving with 〈v〉ax.

In Fig. 4(b), 〈u〉ax is shown as a function of κ0 = h/λD, with the nominal Debye length as a
parameter. The latter is adjusted by employing different bulk ion concentrations in the range of

123702-14



ELECTROOSMOTIC FLOW IN SMALL-SCALE CHANNELS …

FIG. 4. EOF induced by traveling SAWs moving along the walls of channel segment 2. In panel (a), the
time- and space-averaged axial velocity 〈u〉ax as a function of fSAW is shown, with the phase shift 
ϕ as a
parameter, while h = 480 nm, λD = 9.61 nm, and n0 = 1 mM. For reference, t−1

RC = 1.1 MHz. In panel (b),
〈u〉ax as a function of h/λD is shown for 
ϕ = π , with the nominal Debye length λD as a parameter, which
corresponds to the bulk salinity noted next to it. For both plots Û = 1.25 V. The lines connecting the data
points are guides to the eye.

0.1 mM � n0 � 10 mM. For all simulations shown in this plot, fSAW = 10 MHz and 
ϕ = π . In
general, strong confinement as expressed by κ0 → 1 leads to vanishing SAW-induced EOF, while
those κ0 values where the peak velocity for a specific n0 occurs are found to differ substantially
from case to case and strongly depend on λD. Smaller λD lead to larger 〈u〉ax, reaching more than
1.3 mm s−1 at λD = 3.04 nm. This behavior can be explained by the enhanced gradients of the
electric potential and charge density, causing an enhanced EOP. Conducting simulations with λD

reduced even further by increasing n0 was not considered useful, as one would enter the regime of
ion crowding. Since the Poisson-Nernst-Planck model considers the ions as point charges and is
strictly valid only in the dilute limit, the validity of corresponding results would be questionable
[57]. Nevertheless, using more accurate models incorporating such effects of ion crowding is an
interesting path to be pursued further. Note in this context that any model describing the thin EDL
limit with a framework based on the Poisson-Boltzmann theory is unsuitable, as the EOP vanishes
in this case.

Figure 5 shows the time-averaged axial velocity profiles 〈u(y)〉 = 〈u(y/h)〉/u0, corrected for the
HP backflow, with the frequencies and phase shifts as used in Fig. 4(a) being the varied parameters.
All other parameters are identical to those employed in the latter figure. In Fig. 5(a), 
ϕ = π is
used. All cases resemble the classical EOF plug-like flow profile, except for the transition from the
flow inside the EDL and the bulk. Here, distinct peak velocities within the EDL can be observed,
implying a lagging of the bulk flow that depends on the SAW frequencies. This effect becomes
stronger with higher frequency so that for 100 MHz the peak velocity exceeds the flow velocity at
the channel center plane by up to 22%, while for frequencies lower than 100 kHz it disappears.
Hence, it is an inertial effect, where for higher frequencies, the flow cannot attain a quasisteady
state before the sign of the surface potential changes again. Figure 5(b) shows the results for 
ϕ =
π/2. One observes that for increasing fSAW the axial net velocity profile becomes increasingly
asymmetric with respect to the channel center plane. The instantaneous flow pattern for this case
looks qualitatively similar to the corresponding SD case as shown in Fig. 2. The vortex pairs occupy
not only the complete channel cross section but are also tilted; i.e., they are not mirror symmetric
with respect to the channel center plane. In addition, the clockwise and counterclockwise rotating
vortices differ in shape and magnitude. Time averaging over such an instantaneous flow profile leads
to the asymmetric net flow profile shown in Fig. 5(b).
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FIG. 5. Time-averaged axial velocity profiles 〈u(y)〉 = 〈u(y/h)〉/u0 with fSAW as parameter. In panel (a)

ϕ = π while in panel (b) 
ϕ = π/2. In all simulations, h = 480 nm, λD = 9.61 nm, n0 = 1 mM, Û =
1.25 V, and u0 = 11.9 μm s−1. The lines connecting the data points are guides to the eye.

Some simulations were conducted (not shown) where the SAW on the top wall travels in the
opposite direction to the one on the lower wall. For such a configuration, no axial net flow can be
observed. Instead, a flow pattern emerges which resembles those found for two standing SAW with
a phase shift of 
ϕ = π/2. While for the latter case the vortices change their sense of rotation
four times in each cycle, the vortices caused by two countertraveling SAWs span the complete
channel cross section and keep their rotation direction. Consequently, large 〈v〉rms values of the
order of 0.2 mm s−1 (10 MHz, h = 480 nm, λD = 9.61 nm, Û = 1.25 V) can be obtained. Hence,
if quasistationary vortex flow is desired, two counterpropagating waves instead of two standing
waves should be used.

It is known that the standard theory of ICEOF often overpredicts flow velocities obtained exper-
imentally [68], while ACEOF experiments conducted at high frequencies and voltages comparable
to those used in this study indicate that one may observe flow reversals that are not captured by the
standard Poisson-Nernst-Planck (PNP) framework underlying this study [57]. The reasons for these
discrepancies are still in the focus of active research. Possible explanations include phase-delay [68]
and excluded-volume effects [57]. While the former effect is included in our work, for the latter, the
ion distributions under excluded-volume effects in nonequilibrium ICEOF scenarios are frequently
postulated to follow Fermi-Dirac statistics. Since the charge density would still be a function of
the electric potential as the only variable parameter, describing the ion density in a nonequilibrium
situation with an equilibrium distribution function appears to be questionable. According to expres-
sion (6), the EOP is zero for such a case, i.e., no flow, including flow reversals, can develop. Hence,
the explanation of flow reversal by excluded-volume effects still requires further clarification. In
addition, the electrode and counterelectrode used in ACEOF experiments exhibiting flow reversals
typically differ in size [57]. This is not an issue in this work. Finally, other authors have suggested
that the flow reversal is due to the combined effects of nonidentical mobilities of the involved ion
species and Faradaic currents at the electrodes [69]. While these effects are important and relevant,
we think that further detailing the model in an attempt to capture these issues would go beyond
the basic scope of this study, namely to address electrokinetic effects and the affiliated fundamental
flow physics induced by SAWs that cause non-negligible EOF particularly in nanochannels. For this
reason, we leave the problem of flow reversals to future studies.

Figure 6 shows the time-averaged axial velocity 〈u〉ax, averaged over the channel cross section,
as a function of the surface potential amplitude Û and with fSAW as a parameter. All cases follow
the quadratic dependence as one may expect from Eq. (19), with the largest velocities developing
at fSAW = 10 MHz. This plot is another demonstration that the physical mechanism underlying
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FIG. 6. Time-averaged axial velocity 〈u〉ax as a function of the surface potential amplitude Û and with
fSAW as parameter, while 
ϕ = π , h = 480 nm, λD = 9.61 nm, and n0 = 1 mM. The lines connecting the data
points are guides to the eye.

SAW-EOF is similar to that of ACEOF. It also suggests that for even higher potential amplitudes—
not uncommon in practical realizations of SAWs—significantly higher flow velocities than those
reported in this work may be induced.

V. CONCLUSIONS

In this work, the electroosmotic flow induced in an aqueous solution by surface acoustic
waves standing or traveling along (piezo-active) walls of a narrow parallel-plate channel has been
investigated numerically. The physical mechanism is similar to traveling-wave ACEOF, but with
no electrodes at the channel walls. For standing waves, it was seen that vortex pairs develop that
change their sense of rotation four times per cycle. The frequent flow reversal implies a noticeable
but small net velocity of O(101) μm s−1 that is maximized when the waves at the opposing channel
walls have an identical frequency but a phase shift of 90◦. For traveling waves, it was found that
similar vortex pairs develop that, however, do not change their sense of rotation. Instead, they move
along the channel, leading to a net flow that scales quadratically with the voltage amplitude. Due
to the absence of periodic reversals of the vortex pairs, higher net velocities can be generated
that can be of O(10−1) mm s−1. For frequencies of the same order of magnitude as the inverse
of the nominal RC time of the electric double layer, transport is maximized if acoustic waves of
identical frequency but phase-shifted by 180◦ are imposed on both channel walls facing each other.
This maximizes the electric current between the oppositely charged Debye layers on these walls.
Conventionally, for mm-sized flow domains, surface acoustic waves may generate flow velocities
of O(101) cm s−1 by means of acoustic streaming. However, this actuation method is inefficient for
narrow nanometer-wide channels, so that for such cases the EOF described in this work may be
the dominant mode of transport. Given that it does not require any elaborate wiring inside of the
channel, it may be an interesting approach to drive liquids through narrow confinements.
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