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Influence of gravity on the frozen wave instability in immiscible liquids
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The influence of the gravity level on the frozen wave instability in finite containers
of immiscible liquids is investigated numerically to shed light on the transformation
from a supercritical pitchfork bifurcation in normal gravity, which produces stable finite-
amplitude waves, to an apparently degenerate bifurcation in weightlessness, leading to
large columnar patterns that collide with the container walls. The vibroequilibria effect
grows in importance as gravity is reduced and has a symmetry-breaking effect on the
bifurcation, selecting frozen waves with the heavier fluid displaced upward along the lateral
walls. Three possible growth regimes are identified. With finite gravity, there is an initial
gravity-capillary regime with the square-root growth predicted by weakly nonlinear theory,
associated with small-amplitude waves. This is followed by a linear growth regime that is
dominated by gravity and associated with larger finger-like waves. Lastly, in some cases
with reduced gravity, we observe a third regime characterized by the close proximity of the
frozen wave crests to the upper wall and an interval of nearly saturated wave amplitude. The
defining parameters of the bifurcation diagram are measured and presented as a function
of Bond number and, when possible, compared with theoretical predictions. In particular,
there is excellent agreement between theory and simulations for the weakly nonlinear cubic
(branching) coefficient and reasonable qualitative agreement for the threshold. Differences
are attributed to finite-size effects, vibroequilibria, and viscosity.
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I. INTRODUCTION

Understanding the behavior of free surfaces or interfaces and the instabilities they undergo
is of basic interest in fluid dynamics, with numerous applications in biological systems and
engineering. There are many well-known examples with a range of features. Gravitationally unstable
configurations—or a mass of lighter fluid accelerating into a denser one after an explosion or
volcanic eruption, for instance—are susceptible to the Rayleigh-Taylor instability [1], which tends
to generate fingers or plumes. Temperature differences arising from an inhomogeneous heat source
generally induce density gradients, which lead to buoyant (gravitational) convection [2], and surface
tension gradients, which lead to thermocapillary (Bénard-Marangoni) convection [3]. The shear
force resulting from a velocity difference across a fluid interface can drive a Kelvin-Helmholtz
instability, which is involved in familiar phenomena such as wind-driven water waves and billow
clouds. Vibrations or moving boundaries generate interfacial waves, which may be either standing or
traveling, localized or distributed, depending on the direction and frequency content of the forcing.
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The dynamics resulting from these instabilities, and others, can vary considerably depending on
fluid properties, the character and amplitude of the forcing mechanism, and the ratio between the
system size and the length scale of the unstable mode. However, aside from small systems, gravity
plays a consistently important role due to its strong preference for density stratification and the flat
horizontal interfaces that characterize the static equilibrium configurations of most medium-to-large
fluid masses on Earth. The familiar behavior of fluids can be dramatically altered in the absence
of gravity, where surface tension favors minimum-surface configurations that are usually curved
(perfectly spherical drops, for example) and contact forces can lead the fluid to fully cover any
adjacent solid boundaries.

In addition to its decisive influence on equilibrium states, gravity provides a crucial restoring
force for several instabilities that must be overcome at threshold (in the sense of the linear eigenvalue
problem) by the driving mechanism, and which limits the subsequent growth of an unstable
perturbation. As the gravity level is reduced, there is both a lowering of the threshold and more
rapid growth of the excited mode. For example, small-amplitude vibrations (often called g-jitter) that
would be inconsequential under normal gravity can lead to significant disturbances in microgravity
environments like the International Space Station (ISS).

The Kelvin-Helmholtz instability can be triggered in a container holding two liquids of different
density by periodic horizontal vibration. Starting from a perfectly flat horizontal interface in the
presence of gravity, this instability arises at a critical forcing amplitude through a supercritical
pitchfork bifurcation and leads initially to a quasistationary, approximately sinusoidal surface
deformation referred to as a frozen wave [4–6]. The length scale of this frozen wave pattern,
in sufficiently deep layers, is set by the capillary length. In microgravity, on the other hand, the
threshold is drastically lowered, vanishing completely in the limit of inviscid fluids in unbounded
domains. With the capillary length effectively infinite, wave number selection in microgravity is
controlled by a combination of growth rate [7] and finite-size effects [8]. Moreover, the resulting
patterns are not sinusoidal, or even of finite amplitude, but take the form of extended columnar
structures limited only by the height of the container [9–11]. Since these columnar structures
effectively rotate large portions of the interface into a nearly perpendicular orientation with respect
to the forcing, this, in turn, allows Faraday waves to form when their threshold is surpassed [11–13].
The solutions resulting from this interaction are complex, with features on multiple length and time
scales [11,12].

Another fluid phenomenon that is driven by vibrations and suppressed by gravity is that of
vibroequilibria [4,14,15]. This effect is due to the inhomogeneous velocity field produced by the
vibrations and the corresponding oscillatory pressure gradient, which induces a slow deformation
of the interface toward a quasisteady equilibrium that balances forcing, gravity, surface tension, and
contact energy. Faraday [16] observed this effect in his experiments on the flattening of fluid drops
suspended beneath a vibrating plate. Since the vibroequilibria effect is proportional to the square of
applied velocity, there is no threshold. However, it is primarily in reduced gravity environments
that it becomes important for moderate or large systems (i.e., those not dominated by surface
tension). In such systems, the preexisting vibroequilibria states can be expected to modify the
onset of threshold instabilities like frozen waves, as well as the nature and growth of the excited
modes.

In this paper we investigate the changing character of the frozen wave instability as the gravity
level is varied. This dependence is especially interesting given the dramatic difference between
frozen waves in normal gravity and in microgravity. In the first case, as the forcing is increased
beyond the critical value, the waves grow gradually in the manner of a supercritical pitchfork
bifurcation. In the second case, any forcing above the very low threshold value leads to the
rapid development of large columnar patterns; no small-amplitude frozen waves are observed.
The transition between these strikingly different manifestations of the same instability is examined
through a series of numerical simulations using parameters relevant to both ground and microgravity
experiments [12,17,18]. The transformation is characterized through the defining parameters of the
bifurcation diagram including the critical forcing value, the branching (cubic nonlinear) coefficient,
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FIG. 1. Sketch illustrating the two-layer system of immiscible liquids. The rectangular container of size
L × 2H is subjected to vibrations of frequency ω and amplitude A along the x axis and parallel to the initial
flat interface (dashed line).

and a symmetry-breaking parameter reflecting the magnitude of the vibroequilibria effect. These are
compared to theoretical predictions when available.

The paper is organized as follows. The mathematical formulation and numerical approach are
presented in Sec. II. The frozen wave instability is described for the case of strong gravity in Sec. III
and for reduced gravity in Sec. IV. Finite-size effects are discussed in each case. The complete
results of the numerical simulations are summarized in Sec. V with the bifurcation parameters given
as a function of Bond number and compared to theory. Final conclusions are offered in Sec. VI.

II. MATHEMATICAL FORMULATION

We consider a rectangular container with interior dimensions L × 2H holding two layers of
immiscible liquids, as sketched in Fig. 1. The corners of the container are rounded to more closely
match the relevant experiments [12,18] and avoid numerical singularities. The system is subjected
to vibrations of amplitude A and frequency ω = 2π f oriented along the x axis, which is also parallel
to the initially flat (unperturbed) horizontal interface that separates the two liquids (dashed line in
the figure). In the presence of vertical gravity, this initial configuration is stable, with the heavier
fluid in the lower layer.

The dynamical response to applied vibrations is resolved using a level-set method [8,12,18,19]
that follows the position of the interface via a function φ governed by the equation

φt + ∇ · (uφ) = γ∇ ·
[
ε∇φ − φ(1 − φ)

∇φ

|∇φ|
]
. (1)

The tuning parameter γ is set equal to Aω in this case, ε is a small diffusive term added for numerical
stability and taken to be on the order of the maximum mesh element size, and the compression
flux term φ(1 − φ)∇φ/|∇φ| counteracts the tendency of the interface to widen from numerical
diffusion. This flux term was first introduced by Olsson and Kreiss [19] and is part of the standard
implementation of the level-set method in the simulation environment of COMSOL Multiphysics.

The level-set function φ is used to continuously define density and viscosity across both layers
after introducing the smoothed Heaviside function H,

ρ = ρ1 + (ρ2 − ρ1)H, (2a)

μ = μ1 + (μ2 − μ1)H, (2b)
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where

H(φ̃) =

⎧⎪⎨⎪⎩
0, φ̃ < −ε,

1
2 + φ̃

2ε
+ 1

2π
sin

(
πφ̃

ε

)
, |φ̃| � ε,

1, φ̃ > ε.

(3)

Here φ̃ = φ − 0.5 with the values φ = 0, 1 corresponding, respectively, to the heavier and lighter
fluids denoted by subscripts 1 and 2 in Eqs. (2). The interface is associated with the contour φ =
H = 0.5. The use of the function H instead of the usual Heaviside step function improves numerical
stability.

In the reference frame of the container, Eqs. (1)–(3) are solved together with the continuous
formulation of the incompressible Navier-Stokes equations [20]:

ρ[ut + (u · ∇)u] = −∇p + ∇(μ∇u) + δ fσ + ρ G(t ), (4a)

∇ · u = 0. (4b)

Here, the effect of interfacial tension σ is included via fσ with

fσ = (σκ )n, κ = ∇ · n, n = ∇φ

|∇φ| , (5)

where κ is the curvature of the interface and n the normal vector. The effect of interfacial tension is
kept local by the parameter δ, which is defined in terms of the level-set function as

δ = 6φ(1 − φ)|∇φ|. (6)

Gravity and applied periodic forcing are included in the G(t ) term of Eqs. (4):

G(t ) = −g j + Aω2 cos ωt i, (7)

where g is a steady vertical gravitational field and i and j are unit vectors along the x and y axes, re-
spectively. Values of g are given below in terms of the usual terrestrial acceleration g0 = 9.81 m/s2.

Navier-slip boundary conditions are applied on all solid walls in order to preserve the contact
angle β while permitting contact line motion, as observed in the motivating experiments [12,18].
These conditions are written as

u · nw = 0, u · [σ (nw − n cos β )δ] = 0, (8)

where nw is a unit vector normal to the wall. They introduce an artificial frictional force fv =
(ρ ν)/δvu, where δv = √

ν/ω is the thickness of the vibrational viscous boundary layer.
As initial conditions at t = 0, the liquids are assumed to be motionless with u = 0 and to

be separated by a perfectly flat interface (the dashed line in Fig. 1) with β = π/2. To improve
numerical stability, the vibrational forcing is initiated smoothly in the manner of Eq. (3) over a
0.25 s transition time, as in Refs. [8,12,18].

The simulations of interfacial dynamics with Eqs. (1)–(8) are performed with parameters
appropriate for a combination of FC-40 and 100 cSt silicone oil, as given in Table I. This choice
allows a comparison with several recent parabolic flight experiments [12,18] and with the ground
experiments of Jalikop and Juel [17] that used silicone oil and Galden HT135, an immiscible
combination with similar physical properties. Note, however, that the viscosity of FC-40 is increased
in the simulations from 2.2 to 5 cSt in order to delay the appearance of secondary Faraday modes
[8,12], which can interact with and complicate the analysis of the primary frozen wave structure.

The system described by Eqs. (1)–(8) may be nondimensionalized by taking H for the unit of
distance, ρ1 − ρ2 for density, and

√
(ρ1 − ρ2)H3/σ for time. Behavior can then be characterized by

the dimensionless forcing velocity F and frequency 
:

F = Aω

√
(ρ1 − ρ2)H

σ
, 
 = ωH

√
(ρ1 − ρ2)H

σ
, (9)
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TABLE I. Physical and interfacial properties of FC-40 and 100 cSt silicone oil: density ρ, kinematic
viscosity ν, interfacial tension σ , and contact angle β, which has been selected to achieve an initially flat
interface. According to Ref. [21], interfacial tension measurements between silicone oils and FC-40 vary
between 4–7 mN/m. Due to the lack of experimental measurements for 100 cSt silicone oils and FC-40,
we use the same interfacial tension value as in Refs. [8,12,18]. We also note that the real kinematic viscosity
of FC-40 is 2.2 cSt but is increased here to 5 cSt in order to delay the secondary Faraday wave instability.

ρ (kg/m3) ν (10−6 m2/s)

FC-40 1855 5
100 cSt silicone oil 965 100

σ (10−3 N/m) β (rad)

FC-40 and silicone oil 6.021 π/2

as well as the density ratio ρ̂, viscosity ratio ν̂, capillary number Ca, Bond number Bo, and aspect
ratio �:

ρ̂ = ρ2

ρ1
, ν̂ = ν2

ν1
, Ca = ν1

√
(ρ1 − ρ2)

σH
, Bo = (ρ1 − ρ2)H2

σ
g, � = L

2H
. (10)

The simulation software COMSOL Multiphysics, which includes a standard implementation
of the level-set method, is used for solving the two-dimensional governing equations (1)–(8)
in dimensional variables with the finite-element method. Numerical convergence was previously
tested in Refs. [8,12] for a similar configuration, and we make use of those results for the
selection of the mesh size and the interface thickness ε. The simulations described below are
performed with a maximum element size S = (7.5/50) mm, while ε is set to (3/4)S for g � g0,
and reduced to (3/5)S in reduced gravity to avoid unstable numerical behavior. The evolution
in time is implemented with a generalized-α integration scheme [22] combined with streamline
[23] and crosswind [24] stabilization techniques. The maximum time step is set at 1/(10 f ), with
automatic reduction as required for stability. Further details of the numerical model can be found in
Refs. [8,12,18].

III. FROZEN WAVE INSTABILITY IN STRONG GRAVITY

When two layers of immiscible fluids in a gravitationally stable configuration are subjected to
horizontal vibrations, an initially flat interface becomes unstable to frozen waves only above a
certain threshold. An expression for the critical forcing velocity v = Aω and its dependence on
the perturbation wave number k was derived by Lyubimov and Cherepanov [5] in the limiting case
of an infinitely long container with inviscid fluids of equal heights H , densities ρ1 and ρ2 < ρ1, and
interfacial tension σ :

v2 = (ρ1 + ρ2)3

2 ρ1ρ2(ρ1 − ρ2)2

[
σk + (ρ1 − ρ2)g

k

]
tanh(kH ), (11)

which, in dimensionless form, becomes

F2 = (1 + ρ̂ )3

2 ρ̂(1 − ρ̂ )

[
kH + Bo

kH

]
tanh(kH ). (12)

For deep layers with kH � 1, Eq. (11) implies that the wavelength of the first unstable mode is set
by the capillary length,

λc = 2π

√
σ

(ρ1 − ρ2)g
, (13)
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and that its threshold vc is given by

v2
c = (ρ1 + ρ2)3

ρ1ρ2(ρ1 − ρ2)

√
σg

ρ1 − ρ2
. (14)

These predictions were critically examined by Talib et al. [6], who considered the effect of
viscosity both experimentally and theoretically. It was found that the inviscid theory consistently
underestimates the threshold for liquids of similar viscosity, while generally overestimating it for
layers with a high viscosity contrast.

Lyubimov and Cherepanov [5] also derived an expression for the (peak-to-peak) amplitude �h
of the frozen wave pattern (see also Ref. [25]) from a weakly nonlinear analysis:

�h2 = 16ρ1(ρ1 + ρ2)

ρ2
(
42ρ1ρ2 − 11ρ2

1 − 11ρ2
2

)√
σ (ρ1 − ρ2)

g3

(
v2 − v2

c

)
, (15)

or, in dimensionless form,(
�h

H

)2

= 16(1 − ρ̂ 2)Bo−3/2

ρ̂ (42 ρ̂ − 11 − 11 ρ̂ 2)

(
F2 − F2

c

)
, (16)

where the subscript c indicates the critical value. It follows from Eq. (15) that for ρ̂ = ρ2/ρ1 >

0.2829, which holds for most experimentally practical combinations of liquids, the instability
appears via a supercritical pitchfork bifurcation. The supercritical nature of the instability was
confirmed experimentally by Jalikop and Juel [17] using a pair of liquids with density contrast
ρ̂ � 0.548. However, it was also observed that the square-root dependence of amplitude �h on the
distance above onset predicted by Eq. (15) changes at larger forcing values to a nearly linear one.
This transition is accompanied by a change in the shape of the frozen waves, which grow from small
sinusoidal waves to larger finger-like deformations.

In the remainder of this section, we analyze the frozen wave instability in finite-size containers
under strong gravity. First, the behavior of the interface in terrestrial conditions at different applied
forcing values is described and bifurcation diagrams showing �h(v) are constructed. Following
this, the effects of hypergravity and finite container size, which were apparent in the experiments of
Salgado Sánchez et al. [12], are discussed.

A. Dependence on applied forcing

Figure 2 shows the temporal evolution of the frozen wave instability with normal gravity (g = g0,
Bo = 81.57) in a L × 2H = 30 × 15 mm container (� = 2). The four series of snapshots use the
same excitation frequency of f = 55 Hz while the amplitude A varies in (a)–(d) from 1.1 to 1.67 mm
to reach v = 0.380, 0.432, 0.546, and 0.577 m/s, corresponding to dimensionless forcing values
F = 12.65, 14.38, 15.19, and 19.22, respectively. Note that these forcing amplitudes satisfy A � H ,
as required for a valid comparison with linear theory [5]. They are also below the threshold for
secondary Faraday waves [12].

The interface and mean velocity field are both obtained by averaging over one excitation period
and are shown together during the transient growth of the pattern; in the final steady state the
mean velocity is negligible and is not shown. This filters out the harmonic motion that is always
present near the sidewalls due to surface waves, the evanescent oscillatory bulk flow [26,27], and
the associated motion of the contact point. It can be seen from the figure that these harmonic modes
do interact nonlinearly, leaving a visible bump near the sidewalls even after averaging over time.
Although not often observed with the parameters used here, subharmonic waves may also be present.
Neither harmonic nor subharmonic waves are investigated in this work, but we note that they are
expected to play an increasingly important role with lower viscosity liquids. As shown by Salgado
Sánchez et al. [28], the interaction of subharmonic waves from opposing lateral walls can lead to a
range of complex dynamics. This interaction may even drive sloshing modes (particularly in reduced
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FIG. 2. Time evolution (averaged over one excitation period) of the interface and mean velocity field in
a container of size L × 2H = 30 × 15 mm (� = 2) under normal gravity (g = g0, Bo = 81.57) with different
forcing amplitudes: (a) v = 0.380 m/s, (b) 0.432 m/s, (c) 0.456 m/s, and (d) 0.577 m/s, which correspond to
F values of 12.65, 14.38, 15.19, and 19.22, respectively. The forcing frequency is fixed at f = 55 Hz while the
amplitude A is increased (1.1, 1.25, 1.32, and 1.67 mm). The critical forcing is vc = 0.429 m/s (Fc = 14.25)
as shown in Sec. III B. The velocity field during the transient portion of the simulation is shown with scaled
arrows (scale differs between snapshots). The selected time of the intermediate snapshot in (d) is less than that
of (a)–(c) due to the more rapid growth of that pattern. The final pattern in (d) also illustrates how the amplitude
�h is measured from the contour φ = 0.5.

gravity) that destabilize the underlying state [29]. For some fluids and forcing parameters, the onset
and development of frozen waves will be affected much more by harmonic and subharmonic surface
waves than it is here.

The interface in Fig. 2 exhibits different dynamics depending on whether the applied forcing is
below or above the frozen wave threshold (found in Sec. III B to be vc = 0.429 m/s, or Fc = 14.25).
Below this value, as in Fig. 2(a), gravity maintains a nearly flat interface across the interior portion
of the container. There is, however, an evident upward movement of the contact points along the
lateral walls, as expected from the theory of vibroequilibria [14,29–32]. The vibroequilibria effect
is proportional to the square of the induced vibrational velocity and is most prominent near the sides,
where this inhomogeneous velocity field is strongest. It is observed across all finite applied forcing
values since, unlike the frozen wave instability, it has no threshold.

When the applied forcing is just above the frozen wave threshold, two small-amplitude waves
appear along the interior (flat) portion of the interface, as shown in Fig. 2(b) at t = 1.5 s. With
further increase in forcing, these waves grow steadily in amplitude, as illustrated in Fig. 2(c), and
their profile begins to take on features of an inverted trochoid. These relatively small-amplitude
waves reflect the restoring forces of both gravity and interfacial tension and are in good agreement
with the results of Ref. [17]. We note that the frozen wave pattern develops over the interior portion
of the interface and is inhibited near the lateral walls where the vibroequilibria effect is strongest. If
the cell is vibrated with still larger amplitude, as in Fig. 2(d), the tips of the inverted trochoid grow
into longer finger-like protrusions, also in agreement with the experiments of Jalikop and Juel [17].
This is discussed in more detail below.
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FIG. 3. Bifurcation diagram showing the trough-to-crest amplitude �h of the frozen wave patterns versus
the vibrational velocity v for g = g0 in a container of size L × 2H = 30 × 15 mm. The numerically obtained
points are fitted to (a) the perturbed pitchfork bifurcation of Eq. (17) or (b) the square-root dependence of
Eq. (15), both shown as solid curves, and to the linear function (19), shown with a dotted line. These fits
correspond to the two regimes identified by Jalikop and Juel [17], with the transition between them marked by
a vertical line. The three solid markers correspond, in order of increasing v, to the snapshots of Figs. 2(b)–2(d).

In keeping with the predicted supercritical bifurcation of Eq. (15), Fig. 2 shows the continuous
increase of wave amplitude with applied forcing. We take an approach similar to that of Ref. [17] in
the analysis of these patterns and construct bifurcation diagrams from the measured wave amplitude.

B. Bifurcation diagram

The final (asymptotic) trough-to-crest amplitude �h of the frozen wave pattern is measured in
the manner sketched in Fig. 2(d) and bifurcation diagrams are constructed from its dependence
on applied vibrational velocity v, as in Fig. 3. This figure reveals two distinct regimes, the
first associated with the initial square root dependence, �h ∝ √

v2 − v2
c , and the second with an

approximately linear relationship, �h − �h∗ ∝ v − v∗, where the asterisk denotes the transition
value. These regimes may be associated, as discussed below in Sec. III B 2, with a different balance
between the vibrational forcing and the restoring forces of gravity and interfacial tension.

1. Character of the instability

Figure 3(a) shows that the frozen wave instability appears via a perturbed (asymmetric)
supercritical pitchfork bifurcation [33]. Although we do not directly test for hysteresis by gradually
lowering the forcing—simulations are always begun from rest using the smoothed Heaviside
function H to initiate vibrations—the supercritical nature of the pitchfork bifurcation is evident
from the bifurcation diagram. It is also consistent with the ideal linear theory for this density ratio
and with experiments [17].

The symmetry breaking (perturbation) of the pitchfork bifurcation comes mainly from the
vibroequilibria effect, which is most visible near the lateral walls. While an infinitely long, flat
interface that is unstable to frozen waves may evolve toward any solution on the group orbit of
equivalent patterns (i.e., solutions related by translation through some fraction of a wavelength),
this is no longer possible in finite containers where the presence of the container walls modifies
the vibrational velocity field. It is this same inhomogeneous velocity field that drives the average
reorientation of the interface described by vibroequilibria theory. Since the effect induces the heavier
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TABLE II. Parameters characterizing the bifurcation diagrams obtained at different gravity levels:
symmetry-breaking parameter ε, critical vibrational velocity vc, transition point v∗, width of square-root regime
vc − v∗, branching coefficient K , and linear fitting slope M. Values are obtained from a least-squares fit of the
data to Eq. (17), in one case with ε = 0, and to Eq. (19).

Gravity level ε vc v∗ v∗ − vc K M
(units of g0) (10−9 m3) (m/s) (m/s) (m/s) (10−3 s) (10−3 s)

1 0 0.427 0.466 0.039 16.19 35.43
1 0.298 0.429 0.466 0.037 16.39 35.43
2 0 0.529 0.587 0.058 10.17 20.32
2 5 × 10−12 0.530 0.587 0.057 10.16 20.32
0.5 0 0.345 0.374 0.029 26.17 67.38
0.5 0.750 0.347 0.374 0.027 26.86 67.38

fluid to climb up the lateral walls [29,30], it acts to promote the compatible frozen wave solution
and suppress the others. Put another way, in the presence of the vibroequilibria effect, one cannot
obtain an equivalent frozen wave pattern by inverting the crests and troughs, even at small amplitude.
Due to this symmetry-breaking effect, the selected branch of the perturbed supercritical pitchfork
bifurcation does not truly appear at a critical value but, instead, grows smoothly as the forcing is
varied, as observed in Fig. 3(a).

The two regimes of amplitude growth distinguished by Jalikop and Juel [17] are also apparent
in Fig. 3. Data points in the first regime are fitted, for comparison, to both an ideal and a perturbed
pitchfork branching equation, while those in the second regime are fitted to a linear function. The
branching equation for a perturbed supercritical pitchfork bifurcation can be written

�h3 − K2
(
v2 − v2

c

)
�h + ε = 0, (17)

which, with the corresponding value of K2, reduces to Eq. (15) when ε = 0. With g = g0, the values
of vc and K obtained from least-squares fits with ε = 0 and ε �= 0 are similar:

vc = 0.427 m/s, for ε = 0, (18a)

vc = 0.429 m/s, for ε �= 0. (18b)

In the latter case, the fitting yields ε = 0.298 × 10−9.
The linear regime is characterized by a least-squares fit to the linear function,

�h − �h∗ = M(v − v∗), (19)

which provides the slope M as well as the forcing v∗ and amplitude �h∗ characterizing the
transition. The points included in each fitting are selected from the root mean square error (RMSE)
and the associated R2 value. Successive data points, ordered by increasing v, are included in the first
regime rather than the second only if the resulting RMSE decreases or the R2 value increases. The
results of these fittings for g = g0 are summarized in the first two rows of Table II.

2. Curvature and energy balance

Following Jalikop and Juel [17], we quantify the curvature of the final patterns obtained by
simulations. Figure 4(a) shows the curvature rk measured at the crests of frozen wave patterns with
g = g0 as a function of vibrational velocity v. This radius of curvature is measured by averaging
the φ = 0.5 contour of the level-set function over one forcing period. The averaged contour is then
linearly interpolated to obtain a representation y = f (x) from which first and second derivatives, f ′
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FIG. 4. Radius of curvature rk at the wave crests as a function of the applied velocity v for (a) g = g0 and
(b) g = 0.5g0. Data points are fitted with a solid curve for visual reference. Asymptotic behavior is seen at large
v when rk is comparable to the capillary length (shown with a dashed line) given by Eq. (21). The two solid
markers in (a) correspond to the snapshots of Figs. 2(c) and 2(d) while those in (b) correspond to the snapshots
of Figs. 6(c) and 6(d), shown below.

and f ′′, are calculated using second-order Lagrange polynomials. The radius of curvature is

rk = [1 + ( f ′)2]
3
2

| f ′′| . (20)

Figure 4(a) clearly shows how this curvature rk decreases toward a value commensurate with the
capillary length (shown by a dashed line):

lc = λc

2π
=

√
σ

(ρ1 − ρ2)g
. (21)

This asymptotic behavior corresponds to the transition from a trochoid-like shape to a finger-like
shape; compare panels (c) and (d) of Fig. 2. The transition occurs near the forcing value v∗ (shown
by a solid vertical line) defined by the change from square root to linear growth of the amplitude
�h (see Fig. 3). The limiting behavior reflects the fact that, beyond v∗, the shape of the frozen
wave crests does not vary significantly with amplitude. This is in agreement with the experiments
of Jalikop and Juel [17], which exhibited the same trend. The presence of these two different
supercritical regimes with their corresponding frozen wave shapes can be related to the balance
between forcing, gravity, and interfacial tension that holds in each case, as discussed as well in
Ref. [17].

Energy balance in the gravity-capillary regime. When the frozen waves are small and sinusoidal
with k�h � 1 [see Fig. 2(b)], the gravitational and interfacial energies, Eg and Eσ , of a single frozen
wave can be approximated as

Eg = π (ρ1 − ρ2)g

8k
�h2, Eσ � 2πσ

k
+ πσk

8
�h2. (22)

The expression for Eg follows from the fact that the centroid of the positive half of a sine wave is
located at a height π�h/16 while its area is �h/k. The expression for Eσ follows from an expansion
of the elliptic integral giving the arc length of a sine wave; note that the first term is just the energy
of the unperturbed flat interface.
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If forcing is increased, the amplitude �h of the frozen wave will grow until it is matched by the
restoring forces of gravity and interfacial tension,

∂Eg

∂�h
= π (ρ1 − ρ2)g

4k
�h,

∂Eσ

∂�h
� πσk

4
�h, (23)

which are both proportional to the amplitude �h and are equal in the ideal case of Eq. (13)
with k = 2π/λc = √

(ρ1 − ρ2)g/σ . For frozen waves near this selected wave number, both gravity
and interfacial tension provide restoring forces of similar magnitude. This balance characterizes
the initial supercritical regime of Fig. 3 showing an approximate square-root dependence: �h ∝√

v2 − v2
c . As the frozen wave amplitude grows, however, the curvature of the crests and troughs

reaches a limiting value (see Fig. 4) and, beyond this, interfacial energy increases slower than
gravitational energy, which marks the gravity-dominated regime.

Energy balance in the gravity regime. Far from threshold, when k�h � 1, the frozen waves
develop into finger-like shapes with the tips maintaining approximately the same form (i.e., their
curvature is nearly constant). As in the gravity-capillary regime, the gravitational energy of the
finger-like waves is proportional to �h2 (coming from the product of centroid height and wave area).
In contrast, the interfacial energy of these nonlinear waves is proportional to �h (finger length):

Eg � c1(ρ1 − ρ2)g�h2, Eσ � Etips + c2σ�h, (24)

where c1 and c2 are approximately constant geometric factors depending on the shape and size of
the tips and Etips denotes their nearly constant interfacial energy. In this regime, the restoring forces
can be estimated from

∂Eg

∂�h
� 2c1(ρ1 − ρ2)g�h,

∂Eσ

∂�h
� c2σ, (25)

which means that gravity dominates over interfacial tension for large �h and is responsible for
determining the amplitude of large finger-like frozen waves. This corresponds to the second, nearly
linear regime of Fig. 3.

These basic energy arguments show how the evolution of frozen waves from small-amplitude
sinusoidal profiles to nonlinear trochoid or finger-like shapes is associated with the transition
from a gravity-capillary forcing balance to a gravity-dominated restoring force, which produces
a noticeable change in the �h(v) curve. The same transition was analyzed by Jalikop and Juel [17]
for layers of Galden HT135 and silicone oil of 100 or 200 cSt. We note that although the growth
of the frozen wave amplitude in the nonlinear finger-like regime is dominated by gravity, interfacial
tension is essential in determining the shape of the tips and limiting their radius of curvature. In the
absence of (strong) interfacial tension, as in the experiments with miscible liquids of Gaponenko
et al. [34], the frozen waves adopt a more triangular profile, which is also affected by gravity [35].

C. Effect of hypergravity

The linear results of Lyubimov and Cherepanov [5] show how the combination of gravity and
interfacial tension determines both the frozen wave threshold, given by Eq. (11), and the wavelength
of the emerging pattern, given by Eq. (13) for kH � 1. With an increase in gravity level, greater
forcing is required to excite frozen waves and their wavelength (set by the capillary length) is
reduced. Recent results from parabolic flight experiments [12] (see Sec. 6.4 of that reference)
included some observations of frozen waves initiated in hypergravity, with the expected decrease in
wavelength compared to the pure microgravity results.

These effects of increased gravity level are demonstrated in Fig. 5(a), which shows the bifurcation
diagram for g = 2g0 (Bo = 163.14) alongside the results of Fig. 3 with normal gravity. A typical
frozen wave pattern is illustrated in the inset provided for the hypergravity case, showing a clear
decrease in wavelength compared to the patterns of Fig. 2.
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FIG. 5. (a) Bifurcation diagrams showing �h(v) with g = 2g0 (Bo = 163.14, squares) and g = g0 (Bo =
87.57, circles) in a container of size L × 2H = 30 × 15 mm (� = 2). The initial capillary-gravity regime of
each diagram, with the interval given in Table II by (v∗ − vc ), is shaded. (b) Bifurcation diagrams under normal
gravity, g = g0, in containers of size L × 2H = 30 × 15 mm (� = 2, circles) and L × 2H = 60 × 15 mm (� =
4, triangles). The insets show representative patterns, to be compared with Fig. 2, for (a) the hypergravity case
and (b) the longer container with � = 4.

The threshold with g = 2g0 is delayed with respect to normal gravity [see Table II and Eqs. (18)]:

vc|2g0 = 0.529 m/s, for ε = 0, (26a)

vc|2g0 = 0.530 m/s, for ε �= 0. (26b)

The relative increase in threshold is approximately 1.24 (0.529/0.427 for ε = 0 and 0.530/0.429
for ε �= 0) and in reasonable agreement with the value of 21/4 � 1.19 predicted by Eq. (14). The
difference may be attributed to the effect of viscosity [6,36] and to the finite container size [8], the
influence of which is discussed below.

D. Effect of finite container length

Figure 5(b) presents bifurcation diagrams for two different container sizes: L × 2H = 30 ×
15 mm (� = 2, shown with circles) and L × 2H = 60 × 15 mm (� = 4, shown with triangles).
A representative frozen wave pattern is shown in the inset for the � = 4 case and can be compared
with Fig. 2.

Finite-size effects are expected to play a significant role whenever the number of frozen waves
appearing in the container is not large. The lateral boundary conditions in that case are an important
part of the wave number selection problem and can be expected, in general, to prevent frozen waves
at the ideal wave number (the minimum of the neutral stability curve for an infinitely long container)
from developing; this may be thought of as wave number frustration. Another, more subtle, effect is
the modification of the base flow due to the boundaries. The ideal horizontal counterflow assumed by
Lyubimov and Cherepanov [5] cannot hold in finite containers. Since the oscillatory flow must turn
up or down as it approaches the lateral walls, this can be expected to weaken the Kelvin-Helmholtz
mechanism and increase the frozen wave threshold. Consistent with the diminishing of both effects
in longer containers, a slight reduction of the threshold is observed with L = 60 mm in Fig. 5(b).
The overall shape of the bifurcation diagram is not significantly affected, however.

Finite-size effects are much more prominent in microgravity conditions, as discussed by Salgado
Sánchez et al. [8], since the most dangerous perturbations according to Eq. (13) are longwave modes
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that invariably interact with the boundaries. In hypergravity, on the other hand, the selection of a
higher wave number reduces the importance of the boundaries.

IV. FROZEN WAVE INSTABILITY IN REDUCED GRAVITY

In reduced gravity conditions, the patterns that emerge from the frozen wave instability can
exhibit very different behavior compared to terrestrial experiments. Equation (13) shows that in the
limiting case of g = 0, the capillary length becomes infinitely large. Furthermore, the threshold (11)
vanishes for modes with k → 0 so that some type of extended frozen wave mode is expected with
minimal forcing. If a larger finite forcing value is given, the length scale of the instability can
be estimated by determining the fastest growing perturbation within the band of unstable wave
numbers [7,37].

In addition to the contrasting features of the linear problem, the nonlinear evolution of frozen
waves above onset can also differ dramatically in the absence of the (usually dominant) gravitational
restoring force. Rapid growth is typically observed, with the frozen waves rearranging into large
columnar structures [9,11,12] that are constrained only by the size of the container [8]. Moreover,
the absence of gravity promotes the vibroequilibria effect [31], which can interact with the frozen
wave instability.

Given the fact that the frozen wave instability and subsequent pattern selection process in
microgravity differ so dramatically from the case of normal gravity, significant qualitative changes
in the bifurcation diagram must occur as gravity (Bond number) is reduced. An analysis of the
frozen wave instability under various gravity levels, including the limiting case of g = 0, is presented
below.

A. Dependence on applied forcing

Through four series of snapshots with increasing v between 0.282 and 0.410 m/s (F between
9.41 and 13.65), Fig. 6 illustrates the evolution of the instability under reduced gravity conditions
(g = 0.5g0, Bo = 40.79) in the L = 30 mm container. The simulations are performed at a fixed
frequency of f = 45 Hz with increasing amplitudes A from 1 to 1.45 mm, all satisfying A � H .
The interface position is again averaged over one excitation period, as is the transient velocity field
shown in the first two snapshots of each series.

As discussed in Sec. III, the interface begins to take on a different shape as the forcing increases
beyond the frozen wave threshold, vc = 0.347 m/s (Fc = 11.55); the determination of this onset
value is discussed in Sec. IV B. Below this threshold, as in the snapshots of Fig. 6(a), the interface
slowly reorients by moving upward in the vicinity of the lateral walls, which is the behavior expected
from vibroequilibria theory [29,30]. The degree of deformation is comparable to that found in the
simulations of Fig. 2(a) under normal gravity, but for a vibrational velocity approximately 26%
smaller. The behavior shown in Figs. 6(c) and 6(d) for v = 0.364 and 0.410 m/s, respectively, reveals
a more pronounced vibroequilibria effect with greater displacement of the contact points than in
Fig. 2(a), which was made with an intermediate value of v = 0.380 m/s. This magnification of the
vibroequilibria effect in reduced gravity is expected.

At forcing values near the threshold of vc = 0.347 m/s, small-amplitude frozen waves coexist
with the underlying vibroequilibria state, as seen in Fig. 6(b). The waves first appear in the interior
(flat) portion of the interface since the Kelvin-Helmholtz mechanism is generally suppressed by
proximity to the lateral walls and by the curvature of the vibroequilibria solution. For the frozen
wave instability, this results in a reduction of the effective container length.

Further above threshold, as in Fig. 6(c), the frozen wave amplitude grows large enough to be
clearly seen above the vibroequilibria effect. This solution can be compared with that of Fig. 2(c),
where the frozen wave profile is composed of two waves spanning approximately half of the
container length, in contrast to the single peak that develops here for the same container geometry.
This increase in wavelength under the reduced gravity of g = 0.5g0 is consistent with the ideal linear
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FIG. 6. Time evolution (averaged over one excitation period) of the interface and mean velocity field in a
container of size L × 2H = 30 × 15 mm (� = 2) under reduced gravity g = 0.5g0 (Bo = 40.79). Increasing
vibrational forcing is applied: (a) v = 0.282, (b) 0.344, (c) 0.364, and (d) 0.410 m/s, corresponding to F =
9.41, 11.49, 12.14, and 13.65, respectively. The frequency is fixed at 45 Hz with the amplitude increased from
1 to 1.45 mm. The critical forcing is vc = 0.347 m/s (Fc = 11.55); see Sec. IV B. The velocity field during the
transient portion of the simulation is shown with scaled arrows (scale differs between snapshots). The selected
times of series (a)–(c) are labeled at the top while, due to more rapid growth, the intermediate snapshot in (d) is
taken at 0.7 s instead of 0.9 s.

theory of Eq. (13) and with the reduction of effective container length induced by the vibroequilibria
effect. The qualitative shape of the frozen wave, however, is similarly trochoid-like in both
cases.

Still further above threshold, as in Fig. 6(d), the frozen wave grows in amplitude and undergoes
a qualitative change in its shape, similar to the transition described in Sec. III. Figure 4(b) shows
that the radius of curvature at the crests again reaches an asymptotic value, in this case larger than
in Fig. 4(a) with g = g0, that limits the sharpness of the finger-like tip. Once more, the asymptotic
value of rk is comparable to the capillary length, given by Eq. (21).

The mean velocity field behaves in a very similar fashion in Figs. 6 and 2. The development of
a frozen wave profile is associated with a structure of large vortices that travels inward, deforming
the interface. While qualitatively similar, these vortices driving the interface toward the final frozen
wave state are larger here, consistent with the longer wavelength (a single frozen wave peak in the
final pattern).

B. Bifurcation diagram

As in Sec. III B, we obtain the bifurcation diagram characterizing the frozen wave instability
with g = 0.5g0 by measuring the trough-to-crest distance �h. These values are shown in Fig. 7
(using solid circles) as a function of applied velocity v. Three distinct regions can be identified from
that figure: the initial capillary-gravity (square-root) regime, the subsequent gravity regime, and for
even higher forcing, a new regime dominated by the effect of the finite container depth. The data
points corresponding to the solutions of Figs. 6(b)–6(d) are distinguished by open circles, as are the
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FIG. 7. Bifurcation diagram showing the trough-to-crest distance �h of the frozen wave patterns versus
vibrational velocity v for g = 0.5g0 in a container of size L × 2H = 30 × 15 mm. The measurements in the
gravity-capillary regime are fitted to the branching equation (17) of a perturbed pitchfork (dashed curve) and
of the unperturbed (ε = 0) case (solid curve). The gravity regime is fitted to the linear function (19) (dotted
curve). The transitions between different regimes (labeled above) are highlighted by vertical lines, including the
new finite-depth regime where the crest approaches the upper boundary. The five points distinguished by open
black circles correspond, in order of increasing v, to the snapshots of Figs. 6(b)–6(d) and Figs. 8(a) and 8(b).
The diagram of Fig. 3 for normal gravity is included for comparison (open gray circles).

two simulations shown later in Fig. 8. For ease of comparison, the bifurcation diagram with normal
gravity from Fig. 3 is included using open gray circles.

Figure 7 reconfirms that the frozen wave instability occurs via a perturbed (asymmetric)
supercritical pitchfork [33]. Recall that, in the ideal linear theory, the supercritical nature depends
only on the density ratio ρ̂, while the asymmetric perturbation is mainly due to the vibroequilibria
effect. As in Sec. III B, the numerical points near onset are fitted to the branching equation (17) of a
pitchfork bifurcation both in the ideal (ε = 0) and perturbed (ε �= 0) cases, which yields the critical
amplitudes

vc|0.5g0 = 0.345 m/s, for ε = 0, (27a)

vc

∣∣
0.5g0

= 0.347 m/s, for ε �= 0, (27b)

and the coefficient K . While the frozen wave threshold increases in the hypergravity case of
Sec. III C, it is reduced with lower gravity levels, by a factor of approximately 0.81 for g = 0.5g0,
which is consistent with the prediction of 2−1/4 � 0.84 from Eq. (14).

For higher values of vibrational velocity, the data are fitted to Eq. (19) to obtain the transition
value v∗ and the linear growth rate M. These fits use the same RMSE and R2 error criteria as
Sec. III B, and provide the values listed in Table II. The coefficient K of the capillary-gravity regime
is larger than with normal gravity, reflecting the more rapid growth of frozen waves with a reduced
gravitational restoring force. This is also evident from direct comparison of the bifurcation diagrams
for g = 0.5g0 and g = g0 (gray markers) in Fig. 7.
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FIG. 8. Time evolution (averaged over one excitation period) of the interface and mean velocity field
illustrating the frozen wave instability for g = 0.5g0 in the finite-depth regime in a container of size
L × 2H = 30 × 15 mm vibrated at f = 45 Hz and amplitudes (a) A = 1.52 mm (v = 0.430 m/s, F = 14.31),
(b) A = 1.55 mm (v = 0.438 m/s, F = 14.59). The time of the snapshot is labeled between the columns. The
velocity field is shown using scaled arrows (scale differs between snapshots). The �h values obtained from
these two simulations are marked with open circles in Fig. 7.

The more rapid growth of the frozen waves extends as well, if not more so, into the gravity
regime—less forcing is needed to achieve a given increase in amplitude compared to the normal
gravity case. The approximately linear dependence, however, does not hold beyond v � 0.416 m/s.
At this point, there is an abrupt increase in �h followed by a kind of saturation with �h ∼ H . This
transition is explained by the finite depth of the container, which affects and limits the growth of
large-amplitude waves, as described in the following section.

1. Effect of finite container depth

Figure 8 shows the evolution of the frozen wave pattern in the finite-depth regime for 45 Hz
forcing with amplitudes of v = 0.430 m/s (F = 14.31) and v = 0.438 m/s (F = 14.59). The
initial evolution is broadly similar in both cases to that previously illustrated in Fig. 6(d). Vortices
appear near the lateral walls accompanying the motion of the contact points and the progression
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of the deformations (frozen waves) toward the interior of the container. As observed in Figs. 2
and 6, the wave profile is not reflection symmetric about the horizontal midline. In addition to
vibroequilibria effects, the troughs are broader and shallower than the crest(s). If the forcing is
strong enough, the central crest reaches the vicinity of the upper wall while the troughs remain a
certain distance from the lower boundary (see the snapshots at t = 1.3 and 2 s). The increase in
forcing from 0.430 to 0.438 m/s does not noticeably affect the vertical location of the crest but does
broaden it slightly, while the troughs grow a bit deeper and more separated.

For the forcing values of Fig. 8, the tip of the finger-like wave flattens and avoids a true collision
with the upper wall. Prior to this, the maximum curvature of the tip takes an asymptotic value near
the capillary length, but there can be a significant increase in curvature in the finite-depth regime
at the “corners” of the flattened tip. This suggests that interfacial energy is locally balanced here
by strong fluid motion (through the narrow gap above the tip) rather than gravity. At sufficient
forcing amplitude, the interface will collide with the upper boundary and split to create a columnar
shape, as commonly observed following the frozen wave instability in weightlessness [9,11,12].
Behavior similar to that of Fig. 8 was described in Ref. [8] for patterns resulting from the frozen
wave instability in microgravity in finite containers.

2. Mode competition

As described in Salgado Sánchez et al. [8], the container dimensions play a crucial role in the
pattern selection process in reduced gravity. The finite length L permits only certain wave numbers
and suppresses the others. Transitions between distinct modes occur as the forcing increases since
the wave number of the fastest growing perturbation generally increases with forcing [7]. For the
vibrational amplitudes of Fig. 6, the fastest growing perturbation is close to a mode with two
large troughs and a single crest in the middle of the container, which is eventually selected as
the final pattern. Modes of higher wave number can be observed, over finite intervals, at higher
forcing.

The pattern selection process in this system is complicated by the vibroequilibria effect, as
mentioned Sec. III. The heightened curvature of the average interface near the lateral walls, in
addition to shifting the threshold, can be assumed to reduce the effective length of the container that
is susceptible to Kelvin-Helmholtz instability, thereby directly affecting wave number selection.
The vibroequilibria effect also promotes those solutions having the heavier fluid displaced upward
near both lateral walls. In general, the complicated interaction between vibroequilibria and frozen
waves continues into the nonlinear regime and can be expected to influence mode interactions like
that seen in Fig. 8.

For convenience, we define the pattern wave number K as the number of troughs observed in
the frozen wave profile. For example, the final patterns shown in Figs. 2(d) and 6(d) correspond
to the K = 3 and K = 2 modes, respectively. The snapshots of Fig. 8 at t = 0.5 s indicate that
the initially dominant frozen wave perturbation is close to the K = 3 mode but, by t = 1.3 s, the
small-amplitude wave in the center of the container is absorbed into the faster-growing K = 2 mode.

Vibrational forcing was increased in order to encourage the K = 3 mode in Fig. 9, which shows
snapshots of the interface development in the same container with g = 0.5g0 vibrated at f = 45 Hz,
but with A = 1.6 mm (v = 0.452 m/s). Up to t � 0.5 s, the average interface is almost left-right
symmetric, with both crests growing at similar rates. With more time, however, the solution becomes
increasingly asymmetric as the crest on the right, but not the left, grows to reach the vicinity of the
upper wall by t � 1.5 s. The amplitude of the left crest then diminishes and disappears, completing
a transition to the K = 2 mode by t � 2.5 s. It requires forcing exceeding v = 0.452 m/s to fully
stabilize the K = 3 mode.

C. Microgravity

As demonstrated above, a reduction in the gravity level has a clear effect on the frozen wave
instability, lowering its threshold and allowing more rapid growth of large-amplitude patterns.
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FIG. 9. Time evolution (averaged over one excitation period) of the frozen wave instability with g = 0.5g0

in a container of size L × 2H = 30 × 15 mm vibrated at f = 45 Hz with A = 1.6 mm (v = 0.452 m/s,F =
15.06). A mode transition between the K = 3 and K = 2 patterns is observed. The snapshot times are labeled
and the mean velocity field during the transient period is shown using scaled arrows (scale differs between
snapshots). For t � 0.5 s the evolution is similar to that of Fig. 8(b).

The experiments of Shevtsova et al. [11] with miscible liquids and those of Salgado Sánchez
et al. [12] with immiscible liquids both showed that, in microgravity, the finite container depth
is what limits wave growth in moderately sized containers. Initially sinusoidal frozen wave
perturbations grow quickly into large columnar structures stretching between the lower and upper
boundaries. The threshold for observing these patterns is extremely low in microgravity and
vanishes in the ideal limit of an infinitely long container with g = 0, as seen from Eq. (11). It is
the finite container length that determines the minimum wave number and, thus, the threshold for
instability [8].

This theoretical threshold, however, is modified by the vibroequilibria effect, which is magnified
in microgravity and belies the assumption of an underlying flat interface. The effect is proportional
to v2 and has no threshold [14,30] so, prior to the frozen wave instability, the average interface
profile is that of the symmetric vibroequilibria state [29]. The amplitude of this state is characterized
in Fig. 10(a) by the difference �h between the height of the contact points and the interface at
the midpoint of the container. This figure confirms the predicted quadratic dependence: �h ∝ v2.
Furthermore, the vibroequilibria solutions are in good agreement with the theoretical results of
Fernández et al. [29] and the microgravity experiments of Salgado Sánchez et al. [32].

Although the vibroequilibria state qualitatively resembles the K = 1 frozen wave mode, one
can still locate an instability threshold separating continuous vibroequilibria growth from the rapid
formation of a columnar pattern like that shown in the inset of Fig. 10(b). As noted earlier, the
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FIG. 10. (a) Evolution of the symmetric vibroequilibria state in microgravity with increasing velocity v in
a container of size L × 2H = 30 × 15 mm. The difference �h between the height of the contact points and
the midpoint of the interface is shown and fitted (dashed line) to a quadratic function as per the theoretical
prediction. The inset illustrates a typical vibroequilibria state and the �h measurement. (b) Inverse square of
the frozen wave growth time, τ−2 (open squares), for the smallest wave number K = 1 versus v. The observed
linear dependence allows for an estimation of the instability threshold (black marker). The inset shows the final
columnar pattern resulting from the K = 1 mode.

preexisting vibroequilibria state strongly favors a frozen wave (columnar) solution with the heavier
liquid along the sides and (for K = 1) a doubly wide region of lighter liquid in the interior. We note
that this final configuration can also develop directly from the symmetric vibroequilibria state if the
amplitude reaches �h � 2H .

To locate the frozen wave threshold for g = 0, we follow Ref. [8] and measure the transient time
τ required for the interface at the central trough to reach the bottom of the container. For stable
vibroequilibria states, τ is infinite, while it decreases beyond the frozen wave threshold. From the
observation that τ−2 is nearly linear in v and the assumption that the frozen wave instability is either
subcritical or nearly degenerate (i.e., there is no significant interval of bounded frozen waves with
�h < 2H), one can estimate the threshold vc from the intercept of a simple linear fit. The measured
(inverse square) growth times are shown in Fig. 10(b) (open squares) along with the linear fit (dashed
line) and the estimated threshold (solid square) at vc � 0.124 m/s.

V. EFFECT OF BOND NUMBER

Figure 11 summarizes the results of a systematic series of numerical simulations with gravity
levels (in units of g0) of 0.25, 0.5, 0.75, 1, 1.5, and 2. The same analysis and fitting procedure is
performed at each g value to construct Fig. 12, which shows the dependence on Bond number (Bo)
of the critical amplitude Fc, the transition value F∗ that marks the beginning of the gravity regime,
and the remaining fitting parameters expressed in dimensionless form (denoted by a hat),

(K̂,M̂) =
√

σ

(ρ1 − ρ2)H3
(K,M), ε̂ = ε

H3
. (28)

In Figs. 12(a) and 12(b), the fitting parameters obtained with ε̂ = 0 are shown with open circles,
while those obtained with the ε̂ �= 0 values of Fig. 12(d) are shown with crosses; the values often
overlap.
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FIG. 11. Bifurcation diagrams obtained for the L × 2H = 30 × 15 mm container with varying gravity
levels (in units of g0): 0.25, 0.5, 0.75, 1, 1.5, 2. The data sets are distinguished with different markers and
labeled with the gravity level used. Note that for g = 0.25g0 and 0.5g0, the finite-depth regime discussed in
Sec. IV B is visible at large amplitude.

From the results summarized in these figures, the following conclusions about the influence of
gravity may be drawn.

(i) The frozen wave threshold Fc decreases with decreasing Bo until reaching a minimum value
determined by the longest wavelength allowed in the container [8].

(ii) The branching coefficient K̂ of the capillary-gravity regime grows with decreasing Bo and
appears to diverge as Bo → 0.

(iii) The slope M̂ of the approximately linear growth in the gravity regime similarly grows with
decreasing Bo and appears to diverge as Bo → 0.

The apparent divergence of K̂ and M̂ with decreasing Bo reflects the crucial role of gravity as a
restoring force for frozen waves. Gravity dominates for large-amplitude waves and is commensurate
with interfacial tension near onset. Since the scale of the frozen wave instability in an infinitely deep
and extended system is set by the capillary length lc, both gravitational and interfacial restoring
forces are in balance near onset and decrease together with decreasing Bo (see Sec. III B). For
Bo = 0, there is no restoring force at all and the pitchfork bifurcation is degenerate (K̂ = ∞).
This argument, however, does not hold for finite containers since there is a minimum allowed
wave number, which arrests the declining influence of interfacial tension. For large enough σ in
a container of finite length, it should be possible to observe small-amplitude frozen waves even
with Bo = 0. Such small-amplitude frozen waves were not seen with the parameters of Table I,
suggesting that for realistic liquids in containers of the size used here, or larger, the (perturbed)
pitchfork bifurcation to frozen waves with g = 0 is, effectively, degenerate. The same conclusion
can be inferred directly from the tendency of the bifurcation diagrams in Fig. 11.

A. Comparison with theory

The expression (12) derived by Lyubimov and Cherepanov [5] can be compared with the critical
forcing Fc obtained from the fitting procedure. Since the wave number here is limited by the length
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FIG. 12. Dimensionless fitting parameters characterizing the frozen wave bifurcation diagram as a function
of the Bond number Bo: (a) critical forcing Fc (open circles for ε̂ = 0, crosses for ε̂ �= 0) and the point of
transition to the gravity regime F∗ (solid circles), (b) branching coefficient K̂ of the gravity-capillary regime
(open circles for ε̂ = 0, crosses for ε̂ �= 0), (c) slope M̂ of the gravity regime, and (d) symmetry-breaking
parameter ε̂. The predicted value for Fc from Eq. (12) is shown with a solid curve in (a) while the theoretical
formula for K̂ from Eq. (16) is shown in (b). The dashed curve in (c) shows a fit to Bo−1 while the dotted curve
in (d) is intended only as a visual aid. The values of F∗ and M̂ change imperceptibly between the ε̂ = 0 and
ε̂ �= 0 cases.

L, we minimize Eq. (12) over wave numbers between kmin = 2π/L and kmax ≈ 7π/L, which is
the maximum observed in the simulations. This prediction is shown in Fig. 12(a) with a solid
curve. Note that the measured threshold values are in good agreement with the dependence of the
theoretical curve, except for a delay of approximately 20%. This shift is likely due to a combination
of the vibroequilibria effect, other finite-size effects, and viscosity. In fact, the viscosity contrast
used here, ν̂ = 20, lies in a range shown by Talib et al. [6] to delay the onset of frozen waves
compared to the prediction of the inviscid linear theory.
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The branching coefficient K̂ in the case of an infinitely deep extended system is that of Eq. (16):

K̂ =
√

16(1 − ρ̂ 2)

ρ̂ (42 ρ̂ − 11 − 11 ρ̂ 2)
Bo−3/4 � 1.688 Bo−3/4. (29)

This expression is evaluated for ρ̂ = 0.52, which is the density ratio for 100 cSt silicone oil and
FC-40, and is shown as a solid curve in Fig. 12(b). The agreement of the fitting coefficient with
Eq. (29) is excellent, despite the fact that wave number selection in the simulations is complicated
by vibroequilibria and finite-size effects. The level of agreement further suggests that viscosity does
not significantly affect the weakly nonlinear frozen wave growth.

B. Symmetry-breaking due to vibroequilibria

The symmetry-breaking effect of vibroequilibria is quantified by the parameter ε̂.
Figure 12(d) shows the values obtained with Bond numbers corresponding to g =
0.25, 0.5, 0.75 , 1, 1.25, 1.5, 2 g0. As expected from the flattening effect of gravity on the inter-
face, ε̂ decreases with increasing Bond number. Strong gravity masks the preference for solutions
with heavier fluid along the lateral walls, and the bifurcation diagram more closely resembles an
ideal supercritical pitchfork.

VI. CONCLUSIONS

The influence of gravity on the frozen wave instability induced by periodic horizontal exci-
tation was investigated with extensive numerically simulations modeling two immiscible fluids
with properties characteristic of FC-40 and 100 cSt silicone oil, which are relevant to recent
microgravity [12,18] and ground [17] experiments. The simulations were begun from an initially
flat interface separating liquids of equal volume, used gravity levels from 0 to 2g0, and (most) were
performed in a 30 × 15 mm rectangular domain. The dynamics were resolved using a standard
level-set formulation by means of the finite-element method, as described in Sec. II.

The evolution of the interface following the frozen wave instability was considered under
terrestrial and hypergravity conditions in Sec. III and characterized by the trough-to-crest distance
for different applied velocities. The resulting diagram shows that frozen waves emerge via a
perturbed (asymmetric) supercritical pitchfork bifurcation. The symmetry breaking is attributed
to the vibroequilibria effect, which promotes a fluid distribution with the heavier fluid displaced
upward along the lateral walls. Near onset, wave amplitude varies as the square root of the applied
velocity difference, consistent with the prediction of inviscid theory in infinitely deep, extended
systems [5]. The threshold and branching coefficients are determined from least-squares fits, as
described in Sec. III B. The interface often exhibits an inverted trochoid-like shape, in agreement
with the experiments of Jalikop and Juel [17].

As the forcing is raised further above onset, a transition is observed wherein the frozen waves
adopt a more finger-like profile and the amplitude grows nearly linearly with applied velocity. This
transition is also evident from the radius of curvature [17] at the crests, which near this point reaches
an asymptotic value comparable to the capillary length. As the shape of the tips (crests) remains
nearly constant, an increase in forcing (equivalently, wave amplitude) is counteracted primarily by
gravity, with interfacial energy playing a diminishing role. This is in contrast to the situation near
onset, where interfacial and gravitational forces are of similar magnitude.

The frozen wave instability in reduced gravity is considered in Sec. IV. As anticipated from
the ideal linear theory [5], the threshold is lowered. Furthermore, beyond the transition from the
initial gravity-capillary (square-root) regime to the gravity-dominated (linear) regime, a third type
of behavior is found when the wave amplitude becomes comparable to the container depth. The
growth of the crests is bounded in this regime by the upper wall of the container, while the troughs
remain a certain distance from the bottom; this is reflected in the bifurcation diagram as a kind of
amplitude saturation. In the limit of zero gravity, the frozen waves rapidly develop into a series
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of alternating columns spanning the container height. The threshold, although low, remains finite
in containers of finite length, since there is a minimum allowed wave number, and is calculated
following the method of Ref. [8].

The results of all simulations are summarized through the parameters defining the bifurcation
diagram, shown as a function of Bond number (Bo) in Sec. V. The threshold is compared with
the prediction of the ideal linear theory and the branching coefficient with the prediction of the
corresponding weakly nonlinear theory [5]. Qualitative agreement is obtained for the threshold,
which is delayed due to viscosity [6], vibroequilibria, and finite-size effects [8]. Excellent agreement
is obtained for the branching (nonlinear) coefficient despite the complicated wave number selection
occurring in this system, suggesting as well that viscosity does not significantly affect the nonlinear
frozen wave growth, at least near onset. Since both coefficients relating wave amplitude to forcing
appear to diverge as Bo → 0, the (perturbed) pitchfork bifurcation can be considered to be
effectively degenerate for g = 0. However, because the symmetry-breaking effect of vibroequilibria
is magnified in this limit, there is no “true” bifurcation but, rather, a continuous transition from a
vibroequilibria to a frozen wave solution. Despite this fact, the suddenness of the (nearly degenerate)
transition allows a threshold to be located with reasonable accuracy. In the large Bond number limit,
on the other hand, the vibroequilibria effect is reduced and the bifurcation approaches the predicted
supercritical pitchfork.
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