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Under extreme conditions, such as harsh thermodynamical environment and spatial
confinement, fluids can reveal unique properties. In this work, we investigate the effects
on the interfacial and transport properties of fluids confined in nanopores that are due to
the spatial confinement, surface hydrophilicity, and fluid composition. We perform fully
atomistic molecular dynamics of water, brine, oil, and combinations thereof, confined
within amorphous silica nanopores with the radius ranging from 1.0 to 2.4 nm. We
have also studied the oil infiltration on nanopores previously filled with water or brine,
mimicking the natural processes when the oil is geologically formed and infiltrates a
porous media. We observe that an adsorbed water/brine layer remains on the surface of
the nanopores after the oil infiltration, altering the interaction of the oil with the confining
surface and leading to changes of their interfacial tensions and viscosities. The presence of
the ions in the brine thickens the adsorbed water layer, preventing the oil from infiltrating
the nanopores with 1.0 nm radius. Thus, we have observed a limit on the pore size for oil
infiltration for brine-filled pores.

DOI: 10.1103/PhysRevFluids.5.083801

I. INTRODUCTION

Bulk fluids, such as water, brine, and multicomponent oil, can be profoundly affected in their
structural and dynamical properties under harsh thermodynamical environments (confinement,
pressure, and salinity). There are plenty of examples of fluids under nanoconfinement, for example,
desalinized water [1]; water confined in complex materials, like cement [2], and adhered to silica
grains [3]; fluid confined in rock nanopores [4,5]; carbon dioxide captured and sequested [6]; and
ion nanochannels, which present essential physiological functions in many organisms [7]. The size
and hydrophilicity of the nanopores can modify the wettability properties of the fluids, leading to
distinct interfacial tensions and viscosities, and also alter their structuring and dynamics inside the
nanopores, when compared to their bulk counterparts. We have already discussed the main effects
of the harsh thermodynamical conditions on amorphous silica nanopores in a previous work [8], for
nanopores around 4 nm in diameter. However, no pore-size effect or salinity effects were explored.
This work aims to investigate the confinement effects by varying diameter and hydrophilicity. Also,
we assess the changes when brine is present instead of water, especially for the adsorption layer
near the surface.
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There are several works in the literature that explore fluid confinement on hydrophilic nanopores
[9–35]. Bourg and Steefel [9] have simulated water confinement in amorphous silica nanopores
with 0.5, 1, and 2 nm radii. The surfaces were fully hydroxylated to give them a hydrophilic
character. In their work, the authors have shown that for nanopores 1 nm in diameter, no region
with bulk-like water is present, due to the interactions with the pore’s wall. The behavior of water
in 1-nm-diameter nanopores is entirely different from its bulk counterpart. For larger pores, they
have observed a first layer of “immobile” adsorbed water, which is characterized by a very low
self-diffusion coefficient. However, the water molecules were found to have a bulk-like diffusivity at
the center of these nanopores (>1 nm). Lorenz and collaborators have explored charged hydrophilic
amorphous silica surfaces [26,27,31,32]. The authors observed an electrical double-layer formation
only in the presence of divalent ions Ca and Mg. Although their concentration had to be at least 1 M
(11.1% wt. for CaCl2 and 9.5% wt. for MgCl2) [26,27,32], for monovalent ions the charge inversion
was not observed. The authors have also explored the viscous flow on slit [26,27] and cylindrical
pores [31,32], and they observed parabolic velocity profiles (diameters larger than 2.5 nm), thus,
a Poiseuille flow. Hocine et al. [25] have also studied charged amorphous silica slits. Using the
potential of mean force calculations (PMF), the authors showed ion selectivity of the surface, where
the Li+ ion binds strongly to the surface and Cs+ is repelled. R. Renou et al. [28] have studied brines
composed by NaCl, NaI, MgCl2, and Na2SO4, confined in neutral amorphous silica cylindrical
pores. They have employed polarizable potentials for the Na+, Cl−, and I− ions and found that the
polarizability plays a minor role for the NaCl selectivity, albeit it is crucial for the NaI brine.

Ho et al. [12] have simulated NaCl and CsCl solutions confined within slitlike nanopores of
crystalline silica (β cristobalite). They observed a strong influence of the surface protonation and ion
dependency on the structural properties and diffusion coefficients. Argyris et al. [24] have studied
NaCl and CsCl brines confined in slit pores of hydroxylated β-cristobalite silica surfaces. They
have observed Cl− accumulation near the interfaces, Na+ ions in the second adsorbed water layer,
and Cs+ in the center of the pore, in agreement with Hocine et al. [25]. Bonnaud et al. [30] have
also studied β-cristobalite silica slit pores, in this case with completely dehydroxylated surfaces
passivated with Ca2+ ions. They filled the pore with water and observed that the calcium remains
adsorbed to the surface during the dynamics. Also, they found that the Ca2+ ions at the surface
do not alter the water structure when comparing to fully hydroxylated surfaces, although the water
dynamics is slowed down when the adsorbed calcium layer is present.

Kerisit and Liu [10] have theoretically studied brine confinement on slit nanopores of feldspar
with different confining lengths, ionic strengths, and surface charge. They have also observed lower
diffusion coefficients for water molecules near the interface, as well as for the ions. In contrast with
Bourg and Steefel’s work, they observed that water never reaches bulklike diffusion coefficients for
nanopores smaller than 5 nm. Gao et al. [11] have performed a joint experimental and theoretical
study, where they have investigated hydrophilic and hydrophobic surfaces, in a wet environment,
with a silicon tip at different distances from the surfaces, up to nanoscale confinement. For the
smaller confining lengths (<1 nm), the authors found a sharp decrease in the diffusion coefficients
and an increase in water viscosity for hydrophilic surfaces of mica and glass. However, none of
those effects were observed on the hydrophobic surfaces of graphite.

There is already considerable contributions in the literature for the understanding of confined
fluids in silica nanopores. Nanoscale pores can have a significant fraction of the total oil volume in
reservoirs with depths ranging from 4500 to 5600 m [36], typical of pre-salt reservoirs [37]. The
effects of a thin layer of adsorbed water have been considered [8], leading to effects on the improved
oil recovery at nanometric scales (NanoIOR). We focus our contribution on the nanoscale geological
aspects of fluid pore filling on the effects due to the spatial confinement, surface hydrophilicity, and
fluid composition. For that, we characterize structural, thermodynamic, and transport properties
of the water-brine/oil interfaces under confinement in a different surface chemical environment,
at harsh thermodynamical conditions, high salt concentration, and spatial confinement, typical of
oil reservoirs. The model systems are nanopores carved in amorphous silica with two different
passivations, and we systematically investigate the size effects. The confined fluids were pure water,
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American Petroleum Institute (API) brine (8% wt. NaCl and 2% wt. CaCl2), and a multicomponent
light oil (11.14% hexane, 14.03% heptane, 16.00% octane, 20.71% nonane, 7.25% cyclohexane,
13.75% cycloheptane, 4.21% benzene, and 12.91% toluene).

II. COMPUTATIONAL DETAILS

A. Model

For the construction of the nanopores, first a cube of amorphous silica is cleaved, leaving
dangling bonds, which are later passivated to keep the charge neutrality. This passivation is
performed by a Monte Carlo calculation optimizing the cost function for a given target concentration
of SiOH and Si(OH)2; more details in Ref. [38] and references therein. All the simulated systems
have charge-neutral surfaces, and experimentally the point of zero charge for silica is related to
a pH of 2 [12,30,39]. For all diameters, two different passivations, 33% SiOH (67% SiOSi) and
50% SiOH (50% SiOSi), were explored. The concentrations of our surface’s terminations are
9.85 OH/nm2 and 9.53 SiOSi/nm2 for the 50% SiOH case, and 6.79 OH/nm2 and 13.62 SiOSi/nm2

for the 33% SiOH passivation. The typical bulk amorphous silica concentrations are 4 to 6 OH/nm2

[40]. Concentrations of 8 to 9 OH/nm2 are observed in silica xerogels [38]. It is important to
note that both studied cases are hydrophilic, although to different degrees. As a consequence of
the carving and passivation processes, these surfaces are rough and similar to those expected for
real systems. To define a pore diameter, we perform a circle fit on the average surface silicon
atom positions. For simplicity, we consider the following radii: 1.0, 1.5, 2.0, and 2.4 nm; for both
hydrophilicities, the systems are shown in Fig. 1. All the obtained radii are listed in Table I.

We have used an API brine model whose composition is 8% wt. NaCl and 2% wt. CaCl2. The oil
is a multicomponent light oil model, already extensively studied in previous works [8,41,42]. This
oil model consists of a combination of alkenes, cycloalkanes, and aromatic hydrocarbons molecules
with the following composition: 11.14% hexane, 14.03% heptane, 16.00% octane, 20.71% nonane,
7.25% cyclohexane, 13.75% cycloheptane, 4.21% benzene, and 12.91% toluene. We are not taking
into account heavier or acidic portions of the oil, which resemble gasoline. The water layer was
4.5 nm thick (52 728 atoms), while the API brine and oil layers were 4.9 nm (59 616 atoms) and
7.5 nm thick (69 768 atoms), respectively. The final number of atoms for the simulated systems
ranged from around 100 to 170 thousand atoms.

B. Methodology

We performed atomistic classical molecular dynamics simulations, which consist of solving
Newton’s equations of motion for each atom. The interatomic forces encompass several interactions:
(1) van der Waals interactions, which in this work consist of either a Lennad-Jones [43] or a
Charmm potential function [44], (2) both short and long-range electrostatic interactions, taken into
account by means of the particle-particle particle-mesh (PPPM) reciprocal space method [45,46],
(3) a two-body harmonic interaction mimicking atomic bonds, (4) a three-body interaction with
either only an harmonic function of the angle formed by the three bodies or with an additional
Urey-Bradley term (which considers an interaction with the first and third atoms involved in the
angle) [47], and (5) a four-body interaction, which describes the dihedral angle between the four
bodies. In this work, only the Chemistry at Harvard Macromolecular Mechanics (CHARMM) form
of dihedrals was considered [48].

The choice of code for the simulations was the large atomic/molecular massively parallel
simulator (LAMMPS) package [49]. For all the atoms, we have taken into consideration the
electrostatic interactions calculated with the PPPM method, with a 10−4 kcal/(mol×Å) convergence
criteria on forces and a cutoff radius of 10 Å. The interatomic potentials used were those of
Cruz-Chu [50] for silica, which employs Lenard-Jones–van der Waals interactions, harmonic
bond, and angle description. For the hydrocarbon molecules, a CHARMM potential was used
[44]; for this potential, the van der Waals interactions are described by a Lenard-Jones function
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FIG. 1. The coordination defect-free cubic amorphous silica matrix, with a cross section of the whole
simulation box (10 × 10 nm) for all pore sizes: (a) 1.0 nm radius, (b) 1.5 nm radius, (c) 2.0 nm radius, and
(d) 2.4 nm radius.

TABLE I. Pore models with different passivations (percentage of SiOH and SiOSi). The obtained radii are
shown for all the confined fluids.

Passivations Water Water-oil Brine Brine-oil Oil

Name SiOH SiOSi Radius (Å) Radius (Å) Radius (Å) Radius (Å) Radius (Å)

1.0 nm 33% 67% 10.40 10.41 10.43 11.76 10.39
1.0 nm 50% 50% 10.74 10.75 10.71 10.74 10.74
1.5 nm 33% 67% 15.04 15.35 15.05 15.05 15.03
1.5 nm 50% 50% 15.32 15.29 15.31 15.30 15.30
2.0 nm 33% 67% 19.98 20.01 19.98 20.13 19.97
2.0 nm 50% 50% 20.57 20.74 20.59 20.59 20.59
2.4 nm 33% 67% 23.69 23.78 23.71 23.70 23.68
2.4 nm 50% 50% 24.06 24.12 24.07 24.13 24.07
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FIG. 2. Cross section of the brine-filled nanopore carved in the silica matrix. The size of the system shown
in the figure is 20 nm along the axial direction of the pore, encompassing the whole pore (10 nm) and the
reservoirs. The height of shown system, perpendicular to the pore’s axis, is 10 nm. The reservoir also has an
oil layer. The atomic colors are as follows: red, oxygens; white, hydrogens; yellow, silicon; gray, carbon; blue,
calcium; black, chlorine; ice blue, sodium. The figure does not capture the full simulation cell.

multiplied by a switching function, the bond interactions are harmonic, the angle interactions
are composed by an harmonic interaction together with a Urey-Bradley term, and the dihedral
interactions are described by the CHARMM-type dihedral function. For the water potential, we
have employed the flexible extended simple point-charge with anion-H interaction (SPCE/FH) [51],
which uses a Lenard-Jones function for the van der Waals interactions and harmonic functions
for both bond and angle terms. All the brine ions had only a Lenard-Jones–van der Waals term
(in addition to the electrostatic interactions). For the Na and Cl ions, the chosen of potential was
the Alejandre et al. potential [51], and for the Ca ion, the Gavryushov potential was employed
[52]. To combine the different potentials, we apply the Lorentz-Bertheolot mixing rules [53,54].
All systems are under periodic boundary conditions. All the potentials with bonded terms have
flexible bonds, angles, and dihedrals, and thus a short time step of 0.5 fs was used with the
velocity-Verlet integration algorithm [55] for the Newton’s equations of motion. For controlling
the temperature, we have used the Nosé-Hoover [56,57] thermostat, which inserts a new therm in
the Hamiltonian of the system to simulate a heat bath, and thus a realistic constant-temperature
situation is achieved. To maintain the systems in constant pressure, the Parrinelo-Rahman [58]
barostat with the corrections proposed by Martyna et al. [59] were employed, again by adding a
therm to the system’s Hamitonian, thus allowing a realistic constant number of particles, pressure
and temperature (NPT) ensemble. More information on the potential parameters can be obtained in
each cited reference and in Ref. [8].

We have inserted the water, brine, and oil alongside the nanopore within the silica matrix. For
the fluid infiltration, we compress the simulation cell along the axial direction of the cylinder, until
the experimental bulk density (along 1 ns) was reached. Following that, we equilibrate the system
at NPT ensemble for 1 ns (200 atm and 300 K). The production runs were at least 2 ns long,
except for the viscosity calculations that required longer simulation time. Besides, after equilibrating
the water- and brine-filled pores, we have inserted the oil in the reservoir, as shown in Fig. 2,
followed by a further equilibration of 1 ns. In sequence, a constant acceleration is applied on the oil
molecules, equivalent to a pressure of 3000 atm, to allow rapid displacement of the water/brine and
oil infiltration and determination of the viscosities. These infiltration dynamics were at least 4 ns
long, although the smaller pores required more extended dynamics, up to 15 ns. After the fluid flow,
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in order to obtain the equilibrium properties, the system was further equilibrated and followed by a
production run, with 1 and 2 ns, respectively.

In order to characterize the confined fluids (oil, brine, water, water + oil, and brine + oil), we
have determined the following properties: radial density profiles, interfacial tensions, and viscosi-
ties. The average radial density profiles (RDPs) were obtained by sampling over all the atomic
positions during the production runs (sampled at every 5000 steps). All the RDPs were calculated
for a 40 Å radius divided into 80 cylindrical shells. To avoid any disturbance from the pore openings,
the data were only collected in the central region along the pore axis. Hence, for each side of the
open pore, 1.5 nm are discarded. For the molecule- and ion-resolved RDPs, atom-by-atom mass
contributions were considered, and we allocated the contributions corresponding to each particle.

We have determined the pressure tensor with atom-by-atom contributions according to the
method described by Thompson et al. [45]. From the obtained pressure tensor, followed by a
transformation to cylindrical coordinates (as described by Kim et al. [60] and Wang et al. [61]),
we were able to obtain the interfacial tensions with the Irving-Kirkwood method [62], as described
by de Lara et al. [63]. The following equation was used to calculate the interfacial tensions:

γ =
∫ ∞

0
[PN (r) − PT (r)]dr, (1)

where γ is the interfacial tension, PN (r) is the normal (radial) component of the pressure tensor,
and PT (r) is the transversal components of the pressure tensor (angular and axial). The pressure
tensors are evaluated for all the atoms of the systems, both liquid and solid phases (sampled at every
100 steps).

In order to obtain the viscosity of the studied fluids, we have employed the method described by
Botan et al. [64], where a flow is induced by applying an acceleration to the chosen atoms. This
acceleration can be mapped to an equivalent pressure in connection with real experiments. With the
applied force, we perform the flow equilibration until the system achieves a steady-state flow, i.e., a
constant radial velocity profile (RVP) is reached. Then, the viscosity is obtained by using Eq. (2):

η = − �aρ( d2v(�r)
dr2

) , (2)

where v(�r) is the RVP, d2v(�r)
dr2 is the second derivative of the RVP, �a is the applied acceleration to

induce the flux, ρ is the density, and η is the viscosity. To apply Eq. (2), one has to consider that all
the involved quantities are constant. However, this may not be the case near the liquid/solid interface,
where the density and the RVP second derivative may vary. Thus, one can consider a region far
enough from the surface, where those quantities will remain constant. To obtain the velocity profile,
we have calculated the average velocity as a function of the radius of the pore. The sampling was
at every 10 steps for at least 2 ns after steady flow, although the smaller pores required a longer
sampling of up to 15 ns. The bin size for the radial discretization was 0.5 Å.

To estimate the required pressures for the oil infiltration (�P) in the water/brine-filled nanopores,
we directly apply the Young-Laplace capillarity pressure, as follows:

�P = 2γ

R
, (3)

where γ is the bulk interfacial tension between water or brine and oil and R is the nanopore radius.

III. RESULTS

A. Radial density profiles

We show the radial density profiles for the water-flooded pores in Fig. 3. As can be seen, from
the center of the pore until the limits of the silica surface water have similar behavior to the
bulk density, in agreement with previous works [28,29,65]. The water-decreasing density region
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FIG. 3. Radial density profile of confined water.

thickness is of 7 to 9 Å, due to the surface roughness, as the water can remain inside the buckling
of the surface. No noticeable difference is found with the pore diameter, as the density decays are
quite similar. Regarding the different hydrophilicities, for the 33% SiOH case, the water reaches
zero density before the 50% SiOH case. However, the silica density increases differently for both
hydrophilicities, as the 33% SiOH case has an increase earlier than the 50% SiOH case. Thus,
this difference is because of a geometrical effect. To better assess the hydrophilicity versus surface
geometry effects, we have obtained the radial density profiles for empty silica nanopores. One can
see in Fig. 4 that there are differences for the two different surface passivations, in the silica radial

FIG. 4. Radial density profile of the empty nanopores (vacuum), compared to the water-filled pores, to
highlight the geometrical differences induced by the fluid-surface interactions.
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FIG. 5. Radial density profile of confined brine.

density profile (RDP) of empty nanopores (blue lines), although when the system is water-filled
(red lines), the RDPs changes significantly, leading to increased densities at the interfacial regions.
Moreover, there are more differences between the 50% and 33% SiOH passivations in the water-
filled case than in the empty case. Thus, the surface changes are induced by the interaction with the
fluids. It is worth noting that all the surface atoms are accessible, as even the highest radius surface
atoms have some overlapping density with the water on its radial density profiles; this extends over
all simulated systems.

The API brine radial density profiles can be seen in Fig. 5. The densities follow the same behavior
as the water-only systems, also reaching bulk level densities for the H2O. The ions are uniformly
dispersed in the pore, albeit vanishing before the water as it approaches the surface, keeping its
solvation layer. The changes concerning the hydrophilicity are similar. For the 2.0-nm radius pore,
the water-surface interaction-induced geometrical effect is more pronounced.

The radial density profiles for the oil-filled pores are displayed in Fig. 6. The oil infiltrates for
all pore sizes. The surface’s geometry is different when compared to the water and brine cases; the
increase in the silica density is not as sharp as for water/brine-filled pores. The oil molecules do
not strongly interact with the surface because of the surface’s hydrophilic nature, leading to a silica
radial density more similar to the empty nanopores, although smoothed due to a compression effect
as the oil molecules are larger than the water and cannot infiltrate the surface’s bucklings. There are
still some geometrical differences for the two surface passivations, but they are not very pronounced,
such as in the empty nanopores, as shown in Fig. 6, where the oil density decays, followed by an
increase in the silica density, which is sightly different for 33% and 50% SiOH cases.

For the oil-flooded nanopores, previously filled with water (water/oil system), the radial density
profiles are shown in Fig. 7. It can be seen that, for all the radii, after the oil infiltration, a water
layer remains adsorbed to the surface of the nanopore, as observed in our previous study [8] for
nanopores with around 2.0-nm radius. For the pores from 1.5 to 2.4 nm radius, the thickness of the
adsorbed water layer is around 1.1 nm, also including a region on the surface’s roughness. For the
1-nm pores, the oil and water densities are overlapping for almost the whole pore, as the thickness
of the adsorbed water layer reaches the center of the pore. The differences in the density profiles
between the 33 and 50% SiOH cases can account for geometrical effects. As the 33% SiOH case
has a sharper increase in the silica density, the surface buckling is smaller, leaving less accessible
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FIG. 6. Radial density profile of confined oil.

volume for the water and thus decreasing the water density. For the 1.0- and 1.5-nm pores, the oil
densities are more affected by surface effects, but for the 2.0- and 2.4-nm pores, the variations are
very subtle. One can see the structuring of the oil near the surface, due to the oscillations of the oil
density, mainly for the 1.5- and 2.0-nm pores. These oscillations are less pronounced and vanish
near the center on the 2.4-nm pore, showing that the oil is more bulk-like.

The radial density profiles of the oil-flooded pore, previously filled with brine (brine/oil system)
are shown in Fig. 8. Contrasting with the water-oil systems, for the 1-nm pore previously filled with
brine, a minimal amount of oil infiltrates. We have also tried a 20-ns run to check if the infiltration

FIG. 7. Radial density profiles for the pore with an adsorbed water layer and oil.
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FIG. 8. Radial density profiles for the pore with an adsorbed brine layer and oil.

would happen over a longer time, but even for this case, the radial density profile remains the same.
There was only the infiltration of one hexane and one benzene molecule at the 1.0-nm 33% SiOH
case. For the 50% SiOH case, only one nonane molecule was able to infiltrate.

We shown in Fig. 8 the oil densities for the brine/oil system, which are very similar to the
water/oil system. Also, the water density difference between the two passivations persists. Also,
for the 1.5-, 2.0-, and 2.4-nm pores, the adsorbed water layers are wider (≈14 Å) than in the
water/oil-filled nanopore (≈11 Å as can be seen in Fig. 7). Another effect of the thicker adsorbed
water layer is that the oil densities for the 1.5- and 2.0-nm pores decay slightly earlier in the brine/oil
system than in the water/oil system. It is not observed for the 2.4-nm pore.

B. Interfacial tensions

The calculated interfacial tensions are shown in Fig. 9. For each surface passivation, the water-
only and the brine-only systems have similar interfacial tensions, and follow comparable trends.
Also, the oil-only, water/oil, and brine/oil systems behave similarly.

The interfacial tensions for the two different passivations show very different values and trends
over all the studied systems. The water-only and brine-only systems have interfacial tensions which
differ by one order of magnitude for the different passivations for the 2.0- and 2.4-nm radius pores.
As the radius decreases, the trends are inverted, and for the 1.0-nm pores, the 33% SiOH cases
have higher interfacial tensions. As we have already mentioned, that the surface slightly changes
depending on the inserted fluid, this interfacial tension change is a combination of the hydrophilicity
effect, with a geometrical effect. The most extreme case is the 1.0-nm pore, where the changes lead
to a counterintuitive interfacial tension change.

To further understand the phenomena, the maximum, minimum, and average surface hydrogen
atom radius, for the oil-filled pores, are plotted in Fig. 10, as a function of the axial direction. If
the buckling of the surfaces were too different between the two passivations, one could argue that it
could be leading to a change in the interfacial tension, although, except from the 1.0-nm pores, the
radius along the axial direction are similar. Hence, the higher interfacial tensions for the 1.5 nm and
larger systems probably comes from the higher hydrophilicity. However, for the 1-nm radius cases
this might be a combined effect with the geometry changes, which helps to explain the inversion
in the behavior, as the interfacial tensions of the less hydrophilic 33% SiOH case get higher. The
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FIG. 9. Interfacial tensions obtained for all the studied systems. Error bars are the standard deviation from
the obtained data.

same analysis was performed for the other fluids, and the radius versus axial direction profiles were
remarkably similar.

C. Viscosities

We show the obtained viscosities in Fig. 11. All the viscosities are higher than the observed
for the bulk fluids: water, 0.63 cP; API brine, 0.68 cP; and oil, 0.41 cP. The experimental value

FIG. 10. Oil-filled nanopore’s average, maximum, and minimum radius as a function of the axial direction.
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FIG. 11. Viscosities obtained for all the simulated systems. Error bars are from the error in the fit of the
second derivative of the radial velocity profiles.

for the water viscosity is 0.888 cP [66]. However, the applied methodology is already known to
underestimate the viscosities, as already shown for different classical force fields by Markesteijn
et al. [65]. The water-only systems seem to be unchanged by the radius variation over the simulated
pores, whereas all the other systems show an increase in the viscosity for smaller nanopores. It is
worth mentioning that for the oil-filled pores with 1.0-nm radius, the density is not constant near
the center (Fig. 6), although the applied methodology for the viscosity assumes a constant density.
Thus, the calculated viscosities for those cases are at best approximated. Also, for the two simulated
surfaces, our data suggest that the hydrophilicity may not play a role in the viscosity, except for the
1.0-nm brine-only system, where our findings are not precise.

Focusing on the oil viscosities, we have obtained the viscosities in three different conditions:
(1) oil only, (2) water/oil system (oil in a nanopore with an adsorbed water layer on the surface), and
(3) brine/oil system (oil in a nanopore with an adsorbed brine layer). For the water/oil systems with
1.0-nm-radius pores, the obtained radial velocity profiles were not parabolic. Hence, the viscosities
could not be calculated with the employed methodology.

From the determined viscosities (Fig. 11), one can see that the brine/oil and water/oil systems
always have higher viscosities than the oil-only systems. The effect of an adsorbed layer in pores
with 1.5-nm radius is quite noticeable, with the adsorbed water layer increasing the viscosity by
three to four times, and the brine adsorbed layer up to almost eight times. The viscosity values for
the 1.5-nm-radius pores in the brine/oil interface approach the values obtained for the 1.0-nm radius
for the oil-only systems. Also, the 2.0- and 2.4-nm pore viscosities for the water/oil and brine/oil
have values close to the 1.5-nm oil-only system, and this happens because the pore is effectively
smaller, due to the adsorbed layer, and the brine adsorbed layer is thicker, leading to even higher
viscosities. In Fig. 12, we show the oil radial density profiles; notice the difference in the decay of
the oil density near the surfaces. As the pores get smaller, the differences become more significant.
Also, there is a density increase at the pore’s center, leading to higher viscosities.

D. Critical infiltration pressures

We have obtained the critical pressures for the oil infiltration in pores previously filled with
water or brine utilizing the Young-Laplace capillarity pressure. The values are shown in Table II.
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FIG. 12. A superposition of Figs. 6, 7, and 8 to better visualize the different behaviors of the oil depending
on the presence of the adsorbed water or brine layer.

The pressures are well below the 3000 atm used for all the simulated infiltrations. However, the
predicted pressures would imply that we should have observed infiltration for all the systems. As
one can see in Fig. 8, there is no infiltration for the 1.0-nm brine-filled nanopores.

If one takes into account the size of the adsorbed brine layer, the effective diameter changes. To
estimate the effective pore size, one can observe the oil radial density profiles (Fig. 12) and set the
effective diameter as where the density reaches half of the peak density near the surface. Applying
this procedure for the water/oil system, where the oil infiltrates the 1.0-nm-radius pore, the effective
diameters obtained are 0.46 and 0.55 nm, for 50% and 33% SiOH surfaces, respectively. For the
larger pores, where the oil infiltration is observed for all the systems, the effective radius for the
brine/oil systems are on average 0.06 nm smaller than the water/oil systems. Hence, we can assume
the same value for the 1.0-nm pore, and then the brine/oil effective diameters would be 0.40 and 0.49
nm, for 50% and 33% SiOH surfaces, respectively. These effective radii would still not explain the
clogging, as their critical pressures would be 2273 and 1856 atm, respectively. Thus, other factors
must be influencing the infiltration; for example, the definition of the bulk interfacial tension may
not be a good approximation at this scale, as we can see from the obtained silica/fluids interfacial
tensions shown in Fig. 9. Also, a 600-atm critical infiltration pressure for the 2.0-nm-radius pore
was obtained in previous work [8], where the actual flow was simulated for various pressures. When
compared to the 456 atm obtained with the Young-Laplace equation, the error is 24% for the latter.
If we compare the result from the effective diameter with the Young-Laplace equation (498 atm),

TABLE II. Critical pressures �P needed for the oil to infiltrate
in nanopores previously filled with water or brine.

Radius (Å) �P Water (atm) �P Brine (atm)

1.0 nm 925 989
1.5 nm 636 680
2.0 nm 456 487
2.4 nm 390 417
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there is still a 17% error, thus, limited precision. From those results, we notice a limitation of Young-
Laplace relation to obtain the critical infiltration pressures on nanopores, as its predictions do not
agree very well with the simulations. Thus, for pores of a few nanometers in diameter, one should
treat the system atomistically and not with the continuum theory of Young-Laplace.

IV. CONCLUSIONS

In summary, we performed fully atomistic molecular dynamics of water, brine, multicomponent
light oil, and interfaces among them, all confined in rough surface nanopores carved in amorphous
silica, with radii ranging from 1.0 to 2.4 nm. We have also explored the effects of two different
hydrophilicities by altering the surface’s passivation.

The radial density profiles of the confined fluids reach a plateau on the bulk density, when far
from the surface, except the 1.0-nm-radius pores. When comparing the empty nanopores radial
density profiles to the fluid-filled ones, there was a clear difference. The systems with water or brine
changed the radial density profiles significantly. Besides, the changes for the two hydrophilicities
were different, inducing changes in the water distribution near the surface. For the water/oil and
brine/oil systems, we observe that an adsorbed water/brine layer remains in the surface of the
nanopores after the oil infiltration. The brine adsorbed layer gets thicker with the presence of ions
when comparing to the water adsorbed layer on the water-oil system, leading to the clogging of the
nanopores with 1.0-nm radius and not allowing the oil infiltration. Hence, there is a limit to the pore
size where the oil can be found in the rocks previously filled with brine.

When analyzing the interfacial tensions, we noticed an evident influence of the hydrophilicity
of the nanopores, ruling out different roughness of the nanopores for sizes 1.5 nm and larger. The
higher hydrophilicity increased the interfacial tensions for all the fluids. For the 1.0-nm-radius pores,
the less hydrophilic pores had higher interfacial tensions. However, when analyzing the radius along
the pore axis, there were considerable variations at the 1.0-nm pores, not found in the larger pores.
Thus, the fluid-surface interaction-induced geometrical effects should be dominating the change in
the interfacial tension. Also, the water and brine systems have very similar interfacial tensions, and
they follow the same trends. When comparing the brine/oil and water/oil with the oil-only systems,
the changes in the interfacial tension are striking, but it is still noticeable, especially at 1.0-nm
radius, where the adsorbed layer plays a more critical role.

The viscosities for the 2.0- and 2.4-nm pores had similar values for both hydrophilicities, for
all fluids. The brine-only viscosities were higher when compared to the water-only systems. The
oil-filled pores where an adsorbed layer was present showed a significant increase in the viscosity,
when compared to the oil-only system, which happens because the nanopores are effectively smaller
for the oil, as the adsorbed layer occupies a considerable portion of the pore on the smaller systems.
With the same interpretation, the brine/oil has a higher viscosity than the water/oil systems, as the
adsorbed layer is thicker and the effective size is even smaller for the oil.

We have shown that, for small pores, it may not be valid to use the Young-Laplace relation to
obtain the oil critical infiltration pressures. The predicted critical pressures do not agree with the
data obtained from the simulations, as the critical pressure for the 1.0-nm-radius nanopores for the
brine/oil system was determined to be less than 1000 atm, and we did not observe infiltration for an
injection pressure of 3000 atm.

In conclusion, the presence of ions on the water can change the oil adsorption on the pores at the
nanoscale, clogging the smaller pores for oil infiltration. The hydrophilicity can be very important
for the interfacial tensions, although the other analyzed properties were not significantly affected.
The size effects are essential for every analyzed property, with a particular effect on the viscosities,
increasing them for all the systems, except for the water-only systems.

Further, an adsorbed water layer may be expected on every hydrophilic surface [67]. In this
work, we have shown the direct effects of this adsorbed water/brine layer on different properties of
the studied systems. Hence, the complex behavior of the nanoconfined fluids also depends on the
proper consideration of the adsorbed water layer on hydrophilic surfaces, added to the presence of
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ions that thickens the adsorbed layer. The thicker adsorbed layer prevents oil from infiltrating the
nanopores with 1.0-nm radius. Thus, there is a limit on the pore size one can find for oil when it was
previously filled with salty water, the typical fluid of marine reservoirs.
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