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Physics and modeling of trailing-edge stall phenomena
for wall-modeled large-eddy simulation
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The wall-resolved large-eddy simulation (WRLES) database of the flow around the
A-airfoil at the near-stall condition [K. Asada and S. Kawai, Phys. Fluids 30, 085103
(2018)] is analyzed to understand the mechanism of the boundary layer development and
to examine the predictability of the trailing-edge stall phenomena using the wall-modeled
LES (WMLES). The analysis based on the integral relation for the boundary layer
indicates that the skin friction has dominant effects on the boundary layer development
in the mild-adverse pressure gradient region (x/c > 0.6). The effects of the skin friction
accumulate along the airfoil upper surface, which determines the growth of the momentum
thickness in the downstream and the consequent flow separation near the trailing edge.
Therefore, this analysis indicates that the wall modeling in x/c < 0.6 is important for
the prediction of the stall phenomena, while that near and downstream of the separation
location little affects the stall phenomena. Also, the budget analysis reveals that the eddy
viscosity in the mild-adverse pressure gradient regions increases compared to that of the
equilibrium boundary layer, which should be incorporated properly in the wall model.
The same flowfield is simulated using the WMLES, and the results show an overall good
agreement with the WRLES. The analysis based on the integral relation indicates that the
WMLES can predict the stall phenomena with reasonable accuracy because the outer layer
turbulence, whose effects are dominant near the separation point, is directly resolved in
the WMLES. Despite the overall agreement with the WRLES, the WMLES results also
suggest that potential issues remain in the underresolution near the leading edge and the
eddy viscosity modeling of the wall model for flows with adverse pressure gradient.

DOI: 10.1103/PhysRevFluids.5.074602

I. INTRODUCTION

Predicting stall characteristics is critical in aerodynamic designing of aircraft because the stall
characteristics determine the performance of the aircraft at takeoff and landing conditions. The stall
phenomena can be categorized into the following three types: trailing-edge stall, leading-edge stall,
and the thin-airfoil stall [1,2]. In the trailing-edge stall flowfield, flow separation occurs near the
trailing edge, whose location moves upstream as the angle of attack increases. The trailing-edge stall
is assumed to be the most favorable in airfoil design among the three types of the stall phenomena
because the change of the lift force near the maximum lift point is gradual compared to the other
stall types, and accurate prediction of this stall phenomena is therefore desired. In the trailing-edge
stall flowfield, the boundary layer is subjected to the relatively gradual adverse pressure gradient,
which finally leads to the separation near the trailing edge. Thus, the effects of the adverse pressure
gradient in the boundary layer development must be correctly evaluated to predict the trailing-edge
stall phenomena in numerical simulations.
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Recently, large-eddy simulation (LES) is becoming feasible due to the growth of computational
resources. LES is expected to be a promising method to understand the flow physics of the stall
phenomena because the model dependency of LES is much smaller than that of simulations using
the Reynolds-averaged Navier-Stokes (RANS) equations. For example, near-stall flowfield around
the Aerospatiale A-airfoil at Rec = 2.1 × 106 (Rec is the Reynolds number based on the mean
aerodynamic chord length and the free-stream velocity) was simulated in the LESFOIL project [3].
Asada and Kawai [4] also conducted LES of the A-airfoil case using the state-of-the-art supercom-
puter (their detailed data are available at the website [5]). They checked convergences obtained
about the grid resolution and the spanwise extent in their largest simulation case (approximately 1
billion grid points with a spanwise extent of 5% chord). However, as noted by previous researchers
[6,7], the computational cost of LES becomes prohibitively large at higher Reynolds numbers, which
makes flow simulations at the full-aircraft-scale Reynolds number (Rec ∼ 107) not realistic.

To reduce the computational cost of the LES at high Reynolds numbers, wall-modeled LES
(WMLES; see review articles [8–10]) is attracting attention. WMLES can be classified into several
approaches; for example, the hybrid LES-RANS approach (e.g., the improved detached-eddy
simulations [11], the wall-stress approach [12–17], the off-wall boundary condition approach [18],
and the dynamic-slip approach [19,20]). In these WMLES approaches, only the inner layer of the
boundary layer is modeled, while the unsteady flow motions in the outer layer are directly resolved
by the grid. The augmentation of the computational cost of the LES by the increase of the Reynolds
number mostly depends on the reduction of the inner-layer length scale [6,7], and thus the use of
wall model can avoid the rapid increase of the computational cost. However, these wall models are
generally derived by similarity laws near the wall, which may introduce uncertainty to simulations
of complex flows. The equilibrium wall models (e.g., Ref. [14]) assume an equilibrium state of
the boundary layer; i.e., the unsteady, convection, and pressure gradient terms are neglected in the
modeling. In addition to the equilibrium wall models, the nonequilibrium wall models [13,15–17,21]
have also been studied, which solves RANS-type equations including the unsteady, convection and
pressure gradient terms to incorporate the nonequilibrium effects. Although the nonequilibrium
wall models are expected to be more suitable for flows with a pressure gradient than the equilibrium
wall models, additional difficulties exist in the modeling. Some of the nonequilibrium wall models
neglect the convection or time-derivative terms [13,16], although Wang and Moin [13] and Hickel
et al. [22] reported that the balances of the three (the time-derivative, convection, and pressure
gradient) terms are important in the prediction of flow separation and that neglecting one of them
is physically inconsistent. Kawai and Larsson [15] also showed that the convection term in the
wall model creates resolved Reynolds stress, and the modeled eddy viscosity must be reduced
accordingly. Since even the nonequilibrium wall models include the assumptions stated above, the
validity of the wall models for the flows with pressure gradient is not clear.

The WMLES has been validated in the simulations of separated flows: for example, flows
over a hill or hump [23–26], airfoil flowfields at a high-angle of attack [15,25], and full-aircraft
flowfields [27]. Park [26] reported that the nonequilibrium wall models can reproduce more accurate
skin friction distributions than the equilibrium wall models. On the other hand, some researchers
reported that WMLES with even the equilibrium wall models can reproduce the separated flows
induced by gradual adverse pressure gradient [24,25] with reasonable accuracy. Also, concerning
the shock-induced flow separation, Kawai and Larsson [28] and Bermejo-Moreno et al. [29] showed
that the velocity distributions obtained by the WMLES using an equilibrium model shows good
agreement with the experimental data. Fukushima and Kawai [30] simulated the transonic buffet
phenomenon occurring on a supercritical airfoil using an equilibrium wall model and showed that
the shock oscillating phenomena are well predicted compared to the experimental measurements.
To summarize these studies, we must separately consider the accuracy of the flowfield predicted by
the LES and that of the skin friction because the wall model (in the wall-stress approach) determines
only the skin friction imposed as the wall boundary flux of the LES. Therefore, we must clarify the
relationship between the skin friction imposed by the wall model and the LES flowfield to discuss
the predictability of the separated flow by the WMLES.
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FIG. 1. Overview of the WRLES flowfield around A-airfoil at the near-stall condition (isosurfaces of the
Q criterion colored by the streamwise velocity, reproduced from Ref. [4]).

The objective of this paper is to understand the predictability of the trailing-edge stall phenomena
using WMLES. For this purpose, we will investigate the following two points separately:

(i) effects of the skin friction calculated by the wall models to the boundary layer development
in the LES and

(ii) accuracy of the skin friction predicted by the wall models in the flows with a pressure
gradient.

To clarify these key points, we first analyze the prior WRLES database of the near-stall airfoil
flow [4,5] in Sec. II. Here the effects of the skin friction on the development of the boundary layer
are evaluated based on the analysis using the integral relation [31]. Also, the nonequilibrium effects
in the boundary layer are investigated through the budget analysis to understand the validity and
necessity of the nonequilibrium wall models. Then, to validate the observations from the WRLES
and discuss the predictability of the stall phenomena by WMLES, WMLES computations of the
same flowfield as the WRLES are conducted using the equilibrium-nonequilibrium wall models
[14,15] in Sec. III.

II. ANALYSIS OF NEAR-STALL FLOW WALL-RESOLVED LES DATABASE

In this section, we analyze the WRLES database of the flowfield around the Aerospatiale A-
airfoil at a near-stall condition [4,5]. Specifically, we investigate the following two points:

(i) contributions of the skin friction to the boundary layer development and
(ii) nonequilibrium effects of the boundary layer at the adverse pressure gradient locations.
In the WRLES database, the Reynolds number based on the chord length c and the free-stream

velocity U∞ is 2.1 × 106, the angle of attack α = 13.3◦, and the free-stream Mach number is 0.15.
In this simulation, the grid spacings in the wall-parallel and spanwise directions are set to smaller
than 25 and 13 in the wall unit, respectively, which are sufficiently small to resolve the near-wall
streak structure [32]. The sixth-order compact difference scheme [33] is used to evaluate the spatial
derivatives, and the second-order implicit time integration method [34,35] is used to evaluate the
time advancement. In the WRLES, the subgrid-scale (SGS) turbulence model is not used explicitly
to model the SGS terms. Instead, the 10th-order compact low-pass filtering method [36] is used
to introduce SGS-like dissipation. In the following, the wall-parallel and -normal coordinates are
defined as ξ and η, respectively, while the coordinate in the airfoil chord direction is denoted as x.

The overview of the flowfield obtained by the WRLES [4] is shown in Fig. 1. The laminar flow
near the leading edge separates and creates a laminar-separation bubble. This laminar-separation
bubble induces the flow instability, and then laminar-turbulence transition occurs at x/c ≈ 0.14. The
turbulent boundary layer grows along the airfoil, and turbulent flow separation is observed near the
trailing edge (x/c ≈ 0.8). The prediction of the turbulent flow separation is critical in the prediction
of the stall phenomena because the separation near the trailing edge changes the circulation around
the airfoil. In this paper, we focus on the prediction of the mean flowfield, and thus, we analyze the
spanwise- and time-averaged quantities of the WRLES flowfield.
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FIG. 2. Statistical quantities of the boundary layer along the airfoil upper surface obtained by the WRLES
(reproduced from Ref. [4]).

A. Contribution of the skin friction to the boundary layer development

To predict the airfoil stall phenomena, the boundary layer development along the airfoil must be
predicted accurately. This is because the displacement by the boundary layer changes the circulation
around the airfoil, and, generally, the lift decreases from the inviscid condition as the consequence.
To discuss the validity of the WMLES, we have to clarify where the skin friction is effective to the
boundary layer development compared to the other effects (i.e., acceleration or deceleration of the
outer flowfield). Therefore, we introduce the integral relation [31]:

dθ

dξ
= I + II, I ≡ C∗

f

2
, II ≡ −(2 + H )

θ

Ue

dUe

dξ
, (1)

where θ is the momentum thickness, C∗
f ≡ τw/(ρ∞U 2

e ) = Cf (U∞/Ue)2, Cf is skin friction coeffi-
cient, H ≡ δ∗/θ (δ∗: mass displacement thickness) is the shape factor, τw is the skin friction, and
Ue is the velocity at the outer edge of the boundary layer. Equation (1) indicates that the spatial
development of θ is constituted by the two terms I and II . Here I denotes the contribution of the
skin friction, and II is the effects of the acceleration or deceleration of the flow outside the boundary
layer. The integral relation [Eq. (1)] is classically used to predict the boundary layer thickness in
the inviscid-viscous interaction methods (e.g., XFOIL [37]). In this paper, instead, we substitute
the WRLES data to the right-hand side of Eq. (1) to evaluate the contributions of I and II to the
development of θ . Figure 2 shows the distribution of the quantities used to calculate the right-hand
side of Eq. (1). The previous study [4] indicated that the spanwise domain size of their calculation
(4.93% of the chord length) is large enough to eliminate the spanwise correlation and grid resolution
is sufficient to achieve the grid converged solution of these ensemble-averaged quantities. Note that
θ and δ∗ are calculated based on the vorticity-based velocity [38] to eliminate the ambiguity of the
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FIG. 3. Integral relation for the boundary layer. (a) Validity of Eq. (1) (�, left-hand side; , right-hand
side); (b) components of the right-hand side of Eq. (1) ( , I; , II); (c) term-by-term integrals [Eq. (2).

, integral of I; , integral of II; �, θ ].

boundary layer thickness due to the acceleration or deceleration of the flow outside of the boundary
layer, and thus the distributions of θ and H are slightly different from those presented in the previous
study [4].

First, to validate Eq. (1), Fig. 3(a) compares I + II to the left-hand side of Eq. (1) that is directly
calculated by numerically differentiating θ . Here the result shows the integral relation itself is highly
accurate in this flowfield, which suggests that the boundary layer can reasonably be treated by
the thin-layer theory. Next, the term-by-term contributions of the right-hand side of Eq. (1) are
investigated. Figure 3(b) shows the distribution of I and II along the airfoil upper surface. For the
discussion below, the flowfield is divided into the following three regions:

(1) laminar or transitional region (x/c < 0.2),
(2) mild-adverse pressure gradient region (0.2 < x/c < 0.6), and
(3) strong adverse pressure gradient or separated region (x/c > 0.6).
In region (i), I is dominant near the leading edge, and then II increases in the separation

bubble and the subsequent laminar-turbulent transition region. In region (ii), I and II has a similar
magnitude at x/c ≈ 0.2, and II increases in the downstream. This is because Cf decreases, and
the increased θ enhances II further. In region (iii), II is dominant, which implies the effects
of the skin friction to the boundary layer development is almost negligible. Although II shows
oscillatory distributions in the separated region due to the nonsmooth θ in the separated region, by
the definition, I disappears at the separation point, and II becomes dominant.

The integral relation indicates that the skin friction in region (i) and (ii) is responsible for the
prediction of the turbulent flow separation in region (iii). This idea becomes clearer by integrating
Eq. (1) in ξ direction from the leading edge (ξ = 0) to a location along the upper surface of the
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airfoil (ξ = ξ1) as

θ (ξ1) =
∫ ξ1

0
Idξ +

∫ ξ1

0
IIdξ . (2)

Figure 3(c) shows the terms of Eq. (2). At x/c = 0.8, approximately 15% of θ is due to the upstream
I term. Since I in regions (i) and (ii) has nonnegligible contributions to the development of θ , the
prediction of the skin friction in regions (i) and (ii) consequently affects θ in region (iii). Also, since
II term includes θ itself, the growth rate of θ is affected by θ itself at the location especially where
II is dominant [i.e., region (iii)]. Therefore, if the θ at some location is underestimated, the growth
rate of θ is also underestimated throughout the downstream boundary layer. This suggests that the
skin friction in the upstream locations [regions (i) and (ii)] is important to predict the boundary layer
development in region (iii).

In WMLES based on the wall-stress approach, I is imposed by the wall model, while the flow
physics related to II (i.e, the outer-layer turbulence) are directly resolved by the grid. The prediction
of II is therefore depending almost only on whether θ at that location is accurately obtained. Thus,
we must consider the accuracy of the wall model in the relatively mild-pressure gradient region
[regions (i) and (ii)], which consequently affects the θ value in region (iii). On the other hand, the
contribution of I is almost negligible in region (iii), which implies that an accurate wall modeling is
not necessarily required near and downstream of the separation location.

B. Nonequilibrium effects in the boundary layer

Here the inner layer of the boundary layer is analyzed through the budget analysis of the
wall-parallel momentum equation similarly to the previous studies [4,22] to obtain insights for the
nonequilibrium wall models. In this subsection, we concentrate on the turbulent region [region (ii)].
Note that the laminar part [the former half of region (i)] also has some influences on the downstream
boundary layer, which will be discussed in Sec. III B through the WMLES. The budget analysis is
based on the Favre-averaged wall-parallel momentum equation:

∂ρŨ

∂t
+ ∂ρŨŨ + p

∂ξ
+ ∂ρŨṼ

∂η
= ∂ (τξξ − ρ˜U ′′U ′′)

∂ξ
+ ∂ (τξη − ρ˜U ′′V ′′)

∂η
+ F , (3)

where U and V are the wall-parallel and wall-normal velocities, respectively;

τξξ ≡ μ

(
4

3

∂U

∂ξ
− 2

3

∂V

∂η

)
, τξη ≡ μ

(
∂U

∂η
+ ∂V

∂ξ

)
,

is the viscous stress; and F is the contribution of the low-pass filtering. Here the Favre averaging
for a variable a is defined as ã ≡ ρa/ρ, and the fluctuations as a′′ ≡ a − ã. Note that the effects of
the wall curvature are neglected in Eq. (3). Equation (3) is rewritten into the following form to see
the contributions of the primary terms:

C + P + V + R = (residual), (4)

where C (convection), P (pressure gradient), V (viscous stress), R (Reynolds stress), and the residual
terms are

C ≡ −∂ρŨŨ

∂ξ
− ∂ρŨṼ

∂η
, P ≡ −∂ p

∂ξ
, V ≡ ∂τξη

∂η
, R ≡ −∂ρ˜U ′′V ′′

∂η
,

(residual) ≡ ∂ρŨ

∂t
− ∂ (τξξ − ρ˜U ′′U ′′)

∂ξ
− F .

We examine two different locations x/c = 0.3 and 0.6 to evaluate the effects of the adverse
pressure gradient. Figures 4(a) and 4(b) show the terms of Eq. (4), where the nonequilibrium terms
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FIG. 4. Budget of the wall-parallel momentum equation ( , nonequilibrium terms C + P; , viscous
stress term V ; , Reynolds stress term R; , residual). For the integrated budget [(c) and (d)], the total
shear stress Tξη ( ) is also shown.

(C and P) are plotted as their sum C + P to see the balance between C and P. Note that the residual
term is calculated by subtracting C, P, V , and R from zero. The residual term is negligible throughout
the boundary layer, and the terms C + P, V , and R are balanced. At x/c = 0.3, the C + P term shows
a small contribution compared to the other two terms, and thus the boundary layer is almost at the
equilibrium state. However, the C + P term has a nonnegligible contribution at x/c = 0.6 even
at the upper bound of the inner layer (y ∼ 0.1δ99). This result is in agreement with the observation
presented by Hickel et al. [22]. The nonequilibrium effects are clearly seen when Eq. (4) is integrated
into the wall-normal direction. Integrating Eq. (4) from the wall (η = 0) to a certain height (η = h)
yields

Tξη(h) = τw −
∫ h

0
(C + P)dη, (5)

where the residual term is omitted. Also we define the total shear stress as

Tξη ≡ τξη − ρ˜U ′′V ′′. (6)

In an equilibrium boundary layer, the total shear stress is equal to τw because C + P is zero.
Figures 4(c) and 4(d) show the profiles of shear stress components in Eq. (6) at x/c = 0.3 and
x/c = 0.6. At x/c = 0.3, the equilibrium assumption (Tξη/τw ≈ 1) is mostly valid throughout the
inner layer (η < 0.1δ99). On the other hand, the total shear stress at x/c = 0.6 increases to 2τw at
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FIG. 5. Comparisons of the RANS eddy viscosity estimations [ , Eq. (8); , Eq. (9); , Eq. (10);
�, effective RANS eddy viscosity, Eq. (11), calculated by the WRLES data].

η = 0.1δ99 due to the nonequilibrium effects. Therefore, assuming the equilibrium assumption at
x/c = 0.6 leads to a significant deviation of the shear stress at the top of the wall model.

For the wall modeling, we also have to consider the eddy-viscosity approximation for the total
shear stress:

Tξη = (μ + μt,RANS)
dU

dη
, (7)

where μt,RANS is the RANS eddy viscosity. Note that the fluctuations of the density and molecular
viscosity are neglected in the discussions below because the flow is almost incompressible and
isothermal. The velocity profile and resulting the skin friction is accurately predicted only when
both Tξη and μt,RANS are properly modeled. In the existing equilibrium [14,39] and nonequilibrium
[15,22] wall models, the mixing-length model

μt,RANS = ρ(κη)

√
τw

ρ
[1 − exp(−η+/17)]2 (8)

is used to approximate the RANS eddy viscosity. Here η+ ≡ ρwuτ η/μw, uτ ≡ √
τw/ρw, and κ =

0.41. Also, another form of the mixing-length model [39,40] is written as

μt,RANS = ρ(κη)2

∣∣∣∣∣dU

dη

∣∣∣∣∣[1 − exp(−η+/26)]2. (9)

An alternative modeling for the RANS eddy viscosity is derived based on the theoretical concept
of the eddy viscosity [41]. Here the eddy viscosity is expressed as the product of the wall-normal
velocity fluctuations and the mixing length κη as

μt,RANS = ρ(κη)
√

V ′V ′. (10)

Figure 5 compares these eddy viscosity models to the effective RANS eddy viscosity of the
WRLES data, which is calculated as

μt,RANS = Tξη

(
dU

dη

)−1

− μ. (11)

The widely used mixing-length models [Eqs. (8) and (9)] tend to underestimate the eddy viscosity
compared with Eq. (11), especially when the adverse pressure gradient is large (x/c = 0.6). On the
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(a) (b)

FIG. 6. Computational grid for the WMLES. (a) Grid around the airfoil (every 10th grid points are shown).
(b) Comparison of the chordwise grid spacing �ξ along the airfoil surface ( , WMLES; +, WRLES [4]).

other hand, Eq. (10) gives more accurate approximatioins of the eddy viscosity both at x/c = 0.3
and 0.6. The results suggest that

√
V ′V ′ is strongly relevant to the eddy viscosity and that the adverse

pressure gradient augments
√

V ′V ′. Although
√

V ′V ′ is not readily available during the simulation,
further modeling of the eddy viscosity should be explored focusing on the wall-normal mixing of
the turbulence.

III. PREDICTABILITY OF THE STALL PHENOMENA USING WALL-MODELED LES

In this section, we investigate the possibility and challenges for the WMLES for the prediction
of the near-stall flowfield using WMLES. For this purpose, we conduct WMLES of the same
flowfield as the WRLES as a numerical experiment. Here the wall-stress approach is employed
and the equilibrium [14] and nonequilibrium [42] boundary layer (EQBL and NonEQBL) models
are used to model τw. Note that the WMLES for this flowfield has already been conducted in the
prior study [42]. However, the spanwise domain size (1.7%c) is not sufficient to remove the spurious
correlation in the spanwise direction, following the observation by Asada and Kawai [4]. Therefore,
in this study, we employ the same spanwise domain size with that in the previous WRLES (4.93%c).

A. Numerical settings of the wall-modeled LES

For the WMLES, a C-type computational grid [see Fig. 6(a)] is used. The number of the grid
points for the WMLES is 3783 (chordwise) × 225 (wall-normal) × 297 (spanwise). In the chordwise
direction, 2713, 350, and 360 grid points are located on the suction side, pressure side, and wake,
respectively. The total number of grid points for the LES grid is 0.25 billion, which is approximately
5 times smaller than that of the reference WRLES [4] (1.2 billion grid points). The chordwise
grid spacing in the region x/c > 0.2 is set to be approximately 1/25 of the local 99% boundary
layer thickness δ99 based on the reference WRLES result [4]. The grid around the trailing edge is
almost isotropic in the x-y plane (�x/c ≈ �y/c ≈ 5.0 × 10−4), and the grid is coarsened in the
far wake region (x/c > 1.2). As shown in Fig. 6(b), the chordwise grid spacing of the WMLES
grid is almost the same as that of the WRLES at the trailing edge and the transition location, and
larger spacing in the other regions. The outer boundary of the computational grid r is set at 160c
location, which is 8 times larger than that of the WRLES. We have confirmed that the difference
in the outer boundary size slightly affects the suction peak near the leading edge but has almost no
influence on the flow separation near the trailing edge (see Appendix). The spanwise domain size
is set to the same size as the reference WRLES (4.93% c), and a periodic boundary condition is
imposed at the spanwise boundaries. The spanwise grid size is 1/25 of the boundary layer thickness
at x/c = 0.2 (�z/c = 1.66 × 10−4), which is 2.4 larger grid size than that in the WRLES. Note that
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FIG. 7. Wall normal grid resolution: (a) , grid spacing at the wall (using the right vertical axis); ,
η+ at the matching location (using the left vertical axis). (b) Matching height hwm relative to the 99% boundary
layer thickness δ99. The vertical dash-dotted line denotes the laminar-turbulent transition location (x/c = 0.14).

the wall-normal grid spacing is also set to smaller than 1/25 of the local boundary layer thickness,
which satisfies the proper WMLES criterion [6,14].

We adopt the fifth point from the wall (η = hwm) as the matching location, following the prior
study [14]. In the WMLES, the matching location should be located within the log region (η+ > 50).
The skin friction decreases toward the turbulent separation point near the trailing edge, and thus,
η+ at the matching location also decreases if the wall-normal grid spacing is fixed. To maintain
η+ at the matching location to be within the log region, therefore, the wall-normal grid spacing at
the wall �ηw is set to a variable of x/c; �ηw/c is 9.6 × 10−5 at the leading edge and increases to
3.7 × 10−4 at the trailing edge [see Fig. 7(a)]. The matching height hwm is approximately 5�ηw,
where the η+ is shown in Fig. 7(a). Note that η+ in this figure is calculated by using uτ obtained by
the reference WRLES result. Although the reduction of h+

wm (η+ at η = hwm) is inevitable near the
turbulent separation point (x/c ≈ 0.85), h+

wm > 50 is retained in x/c < 0.6, where the wall model is
expected to be effective as discussed in Sec. II A. Also, we confirmed hwm is set to the typical upper
bound of the inner layer (hwm/δ99 < 0.1) in x/c > 0.27, as shown in Fig. 7(b).

The SGS eddy viscosity for the LES is evaluated by the selective-mixed scale model [43]. The
spatial derivatives in the LES and the NonEQBL model are evaluated by the sixth-order compact
difference scheme [33], which is the same as the previous studies [14,15]. In addition, the eighth-
order tridiagonal compact filter [36] is applied at each time step to eliminate numerical instability. In
the LES, the time integration is conducted by the three-stage third-order total-variation-diminishing
explicit Runge-Kutta method [44], whereas the time advancement in the NonEQBL model is
evaluated by a second-order implicit time integration method [34,35] with five subiterations. The
time-step size is set to �tu∞/c = 7.5 × 10−6, which corresponds to the maximum Courant number
of 0.69. The statistical data are obtained by averaging in the span direction and during the period
TU∞/c = 2.4 after the flow reaches a quasisteady state. We have checked the statistical convergence
of the flowfield and confirmed the velocity and Reynolds shear stress in the attached region
(x/c < 0.8) almost does not change from those averaged over TU∞/c = 1.2.

In the WMLES, the wall-normal grid spacing near the wall boundary is relatively coarse,
and the development of the very thin laminar boundary layer near the leading edge cannot be
resolved sufficiently. The large skin friction imposed by the wall model causes flow reversal
near the leading edge where the grid is too coarse compared with the boundary layer thick-
ness, and consequently, the laminar-turbulent transition is induced artificially at an unexpected
upstream location. To avoid the unintended transition to the turbulence, the flowfield upstream
of the transition location (x/c = 0.14) is spatially filtered in the spanwise direction as Q̂|I,J,K =
(Q|I,J−1,K + 2Q|I,J,K + Q|I,J+1,K )/4, where Q̂ is the filtered conservative variables, and subscripts
I , J , and K are the chordwise, spanwise and wall-normal indexes of the grid, respectively. This
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FIG. 8. Overall validity of the WMLES: (a) mean pressure coefficient and (b) skin friction coefficient ( ,
WMLES with the EQBL model; , WMLES with the NonEQBL model; +, WRLES [4]; �, wind-tunnel
experiment [45]).

spanwise filtering reduces the growth of the spanwise instability modes and retains the laminar flow
in x/c < 0.14.

B. Overview of wall-modeled LES results

First, the overall accuracy and validity of the WMLES are addressed by comparing the results
to the WRLES database. Figure 8 shows the time- and span-averaged pressure coefficient Cp =
2(p − p∞)/(ρ∞U 2

∞) and the skin friction coefficient Cf = 2τw/(ρ∞U 2
∞) along the airfoil surface.

Here the two WMLES show good agreement with the WRLES, except for the small difference in
the suction peak. In the Cf distribution, the differences between the two WMLES results are more
visible; the Cf peak near the leading edge due to the favorable pressure gradient is predicted only
by the NonEQBL model. Furthermore, the flow separation location predicted by the NonEQBL
model is close to the WRLES, while that by the EQBL model delays compared to the WRLES.
Note that Cf obtained in the WMLES [Fig. 8(b)] indicates the skin friction imposed at the wall
boundary of the LES, and the negative Cf value does not exactly mean the flow reversal in the LES.
The ambiguity of the separation point can be confirmed in Fig. 9, where the probabilities of the
negative skin friction and the flow reversal at the first WMLES grid point from the wall are shown.
The negative skin friction obtained by the EQBL model indicates the flow reversal at the matching
height, which is essentially different from the flow reversal at the first WMLES grid point from
the wall. However, the ambiguity of the separation point does not influence the prediction of this
flowfield because the skin friction near the separation point is not effective to the boundary layer
development as discussed in Sec. II A.

To check the validity of the WMLES further, the velocity profiles, Reynolds shear-stress profiles,
and the distribution of the momentum thickness are also compared in Fig. 10. The velocity and
Reynolds shear-stress profiles and the boundary layer thickness in the WMLES with the NonEQBL
model show good agreement with the WRLES. On the other hand, when the EQBL model is
used, the boundary layer thickness is underestimated throughout the airfoil surface. The differences
in the boundary layer thickness result in the difference of Cl because the displacement by the
boundary layer at the trailing edge changes the circulation around the airfoil. The time-averaged Cl

at α = 13.3◦ obtained by the WMLES with the EQBL model (Cl = 1.58) and with the NonEQBL
model (Cl = 1.54) are slightly higher than those of the WRLES (Cl = 1.51) and the experimental
data (Cl = 1.50). Note that a part of the Cl discrepancy is caused by the different computational
domain size. The computational domain size in the previous WRLES is 20c, which is one-eighth
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FIG. 9. Comparison of the probabilities of the flow reversal and negative skin friction ( , probability of
flow reversal at the first WMLES grid point from the wall; , probability of negative skin friction obtained
by the EQBL model).

of the present WMLES. As shown in the Appendix, the Cl difference caused by the different
computational domain sizes is approximately 0.02. By considering the effects of different domain
sizes on Cl , WMLES with the NonEQBL model shows reasonable agreement with the WRLES,
while the WMLES with the EQBL model still slightly overestimates the Cl .

Based on these results, we will discuss the following two points in the subsequent subsections.
The first point is the accuracy of the wall models in the adverse pressure gradient locations. As
discussed in Sec. II A, the skin friction in 0.2 < x/c < 0.6 is important in the prediction of the stall
phenomena. Here, we conduct the budget analysis presented in Sec. II B to understand the validity
of the wall models. The second point is the causes of the different momentum thicknesses in the two
WMLES. The integral-relation analysis (see Sec. II A) is conducted for these WMLES results, and
we will discuss the predictability of the stall phenomena using the WMLES.

C. Behaviors of the wall models in the adverse pressure gradient region

The behaviors of the wall models in the adverse pressure gradient region are investigated to
understand the validity of the wall models in that region. To evaluate the strength of the pressure
gradient in the inner layer of the turbulent boundary layer, the wall-scale pressure gradient parameter
[46] P+ is introduced. The definition of P+ is

P+ ≡ νw

d p

dξ
/
(
ρwu3

τ

)
, (12)

where νw is the kinematic viscosity at the wall. Figure 11 compares the velocity profile in the wall
model to the WRLES at P+ = 0.0062 and P+ = 0.017. Note that these locations corresponds to
x/c = 0.3 and 0.6 in the WRLES (see Figs. 4 and 5), respectively, and the Clauser parameter [47]
β = [δ∗/τw(dP/dξ )] is also almost the same among the three cases (0.96 < β < 1.04 at P+ =
0.0062 and 5.4 < β < 5.9 at P+ = 0.017). When the pressure gradient is small (P+ = 0.0062), the
velocity profile obtained by the two wall model collapses. At the larger pressure gradient location
(P+ = 0.017), U + obtained by the WRLES deviate lower from the log-law profile. Here, the EQBL
model retains the same velocity profile as that at P+ = 0.0062, while the NonEQBL model slightly
overpredicts the U + at the top.

The causes of the different behaviors of the wall models at P+ = 0.017 are investigated through
the budget analysis described in Sec. II B to understand the applicability of the wall models.
Figures 12 and 13 show the total shear stress [Eq. (6)] and effective RANS eddy viscosity [Eq. (11)]
profiles in the wall models, respectively. The NonEQBL model predicts the total shear stress profile
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FIG. 10. Development of the boundary layer along the airfoil upper surface. Lines and symbols are as in
Fig. 8.

accurately because the NonEQBL model includes the convection and pressure gradient terms, while
the effective RANS eddy viscosity in the NonEQBL model is underestimated compared to the
WRLES. This underestimation of the eddy viscosity is because the NonEQBL model employs
the mixing-length model [Eq. (8)] for the baseline RANS eddy viscosity, although the NonEQBL
model also uses the dynamic damping procedure [15] to consider the resolved Reynolds stress. As
shown in Fig. 5, Eq. (8) tends to underestimate the effective eddy viscosity in the adverse pressure
gradient region. The underestimation of the eddy viscosity consequently leads to the discrepancy
of the velocity at the top of the wall model [see Fig. 11(b)]. These results indicate that the eddy
viscosity model used in the wall model must reflect the nonequilibrium effects in the boundary layer
to retain consistency with the total shear stress. On the other hand, the EQBL model always assumes
a constant shear stress distribution in the wall-normal direction as its nature, and thus the total shear
stress is underestimated compared to the WRLES. The eddy viscosity is also underestimated as
shown in Fig. 5, and, consequently, the velocity profiles and the resulting Cf obtained by the EQBL
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FIG. 11. Nondimensional velocity profile in the wall unit. The black dash-dotted line shows the log-law
u+ = log(η+)/0.41 + 5.1, and the other lines and symbols are as in Fig. 8.

FIG. 12. Total shear stress in the wall model. The lines and symbols are as in Fig. 8.

FIG. 13. Effective eddy viscosity profile in the wall models. The lines and symbols are as in Fig. 8.
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FIG. 14. Integral relation using the WMLES results ( , I; , II . The WRLES result is also plotted
with symbols ( , I; , II).

model does not deviate far from the WRLES result. However, the coincidence of the velocity profiles
at these locations does not assure the global applicability of the EQBL model for nonequilibrium
flows because both the total stress and the eddy viscosity are inconsistent with the observations from
the WRLES. Vinuesa et al. [48] reported the intercept of the log-law in adverse pressure gradient
boundary layer is influenced by the history of the upstream boundary layer. The EQBL model cannot
predict the deviation from the assumed log-law velocity profile, and therefore, the nonequilibrium
effects should be properly modeled to improve the applicability of the wall model to complex flows.

D. Predictability of trailing-edge stall using wall-modeled LES

Here, the predictability of the trailing-edge stall phenomena using the WMLES is discussed
through the integral relation analysis [Eq. (1)]. Figures 14(a) and 14(b) show the terms of Eq. (1) in
the WMLES results. I and II in the WMLES with the NonEQBL model are in good agreement with
those in the WRLES data in region (ii) and (iii), while that with the EQBL model underestimates
II . The underestimation of II when the EQBL model is used is because the momentum thickness
at x/c = 0.2 is underestimated when the EQBL model is used [see Fig. 8(c)]. The difference of II
is clearly due to the difference of θ itself because the rest of II is almost the same among the two
WMLES and WRLES, as shown in Fig. 14(c).

By considering the effects of the difference in θ at x/c = 0.2, the boundary layer development in
regions (ii) and (iii) predicted by the two WMLES shows reasonable agreement with the WRLES.
The accuracy of the WMLES in regions (ii) and (iii) is due to the following two reasons:

(i) I , the effects of the skin friction obtained by the wall model, is effective only in x/c < 0.6.
Despite the potential problems stated in Sec. III C, the equilibrium and the nonequilibrium wall
models have reasonable accuracy in region (ii) (see Fig. 11).
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FIG. 15. Influences of the difference in skin friction near the leading edge on the WMLES. (a) momentum
thickness and (b) skin friction coefficient near the trailing edge ( , Case A; , WMLES with EQBL
model; +, WRLES).

(ii) II has larger contributions to the development of the momentum thickness than I in regions
(ii) and (iii). In the WMLES, the outer layer turbulence is sufficiently resolved, and thus, the
prediction of II is essentially accurate given that θ at that place (i.e., the accumulation of the
upstream history) is correct.

Therefore, the results suggest that the boundary layer development can be predicted accurately by
the WMLES once the boundary layer thickness at the upstream boundary of region (ii) (x/c = 0.2)
is correct.

To understand the predictability of the stall phenomena, the prediction of the θ near the leading
edge should also be addressed. One of the causes of the different θ at x/c = 0.2 is the I (i.e., Cf )
near the leading edge. To quantify the effects of I near the leading edge, we conduct a numerical
experiment as follows. Here the time- and span-averaged Cf in the WMLES with the NonEQBL
model is imposed before the transition location (x/c = 0.14) instead of τw calculated by the EQBL
model, and the EQBL model is solved only downstream of the transition location. Figure 15 shows
the streamwise development of θ and the distributions of Cf near the trailing edge obtained by this
computational set-up (denoted as Case A). The momentum thickness increases throughout the airfoil
surface, and the separation point moves upstream. Related to the move of the separation point, Cl

decreases by 0.06 (Cl = 1.52) compared to the original WMLES result using the EQBL model. This
numerical experiment indicates that the difference in the laminar part affects the downstream region.
Also, II is not predicted accurately in the laminar-turbulent transition location (0.1 < x/c < 0.2)
because the grid used here is not fine enough to resolve the thin boundary layer. The underresolution
near the leading edge is a consistent problem for the WMLES framework using the quantities
at points away from the wall, which should be considered in the future to further improve the
predictability of the trailing edge stall phenomena.

IV. CONCLUSIONS

In this research, we analyzed the flowfield around the A-airfoil at the near-stall condition that was
obtained by the prior WRLES [4] to understand the mechanism of the boundary layer development
and to examine the predictability of the trailing-edge stall phenomena using the WMLES. The
analysis based on the integral relation for the boundary layer reveals that the skin friction is effective
to the boundary layer development only in the turbulent region with a mild-adverse pressure gradient
(0.2 < x/c < 0.6) and in the laminar region near the leading edge (x/c < 0.05), while the effects of
the deceleration of the flow outside the boundary layer are dominant near the turbulent separation
point. The effects of the skin friction accumulates along the airfoil surface, and thus, the skin
friction in the upstream region (x/c < 0.6) is important for the prediction of the boundary layer
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development and the consequent flow separation near the trailing edge. Also, the skin friction in
x/c > 0.6 is not effective to the boundary layer development, which suggests and accurate wall
modeling is not necessarily required near and downstream of the separation location (x/c > 0.6).
Then, the inner layer turbulence modeling is investigated in the mild-adverse pressure gradient
region (0.2 < x/c < 0.6). The budget analysis indicates that the total shear stress increases in the
wall-normal direction due to the nonequilibrium effects (i.e., contributions of the convection and
pressure gradient terms). In addition to the shear stress, the effective RANS eddy viscosity in
the boundary layer also increases from the equilibrium condition. This trend of the eddy viscosity
cannot be reproduced by the conventional mixing-length models, which suggests the necessity of
alternative modeling for the eddy viscosity for the nonequilibrium wall models.

In the WMLES, the overall accuracy of the predicted mean flowfield (e.g., Cp) was reasonable.
This is because the development of the boundary layer near the flow separation is mostly due to
the outer-layer turbulence, as indicated in the integral-relation analysis presented in Sec. III D. The
energetic vortices in the outer layer of the boundary layer are sufficiently resolved in the WMLES,
which is a great advantage in predicting the stall phenomena. The WMLES results also suggest
the following two points that should be addressed to further improve the accuracy and global
applicability of the WMLES. The first point is that the eddy viscosity model in the wall must
be modified from that of the equilibrium wall model if the nonequilibrium effects are included.
The adverse pressure gradient augments the eddy viscosity, and thus, the velocity gradient in the
wall model tends to be overestimated if the original eddy viscosity model is used. The second
point is that the thin laminar boundary layer near the leading edge has nonnegligible effects on the
development of the downstream boundary layer. The treatment for the underresolved boundary layer
near the leading edge including the modeling of the laminar-turbulent transition should be a future
challenging problem for the WMLES.
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APPENDIX: EFFECTS OF OUTER DOMAIN SIZE

The outer boundary of the reference WRLES [4] is set 20c away from the leading edge of the
airfoil. In the WMLES in this study, we set the outer boundary size r = 160c because a small outer
boundary size may affect the flow around the airfoil. WMLES with the same domain size as the
reference WRLES (r = 20c) is therefore computed to evaluate the effects of the outer boundary size.
Here, we compare the results using the EQBL model. The computational grid has 3743 (chord) ×
205 (wall-normal) × 297 (span) grid points, where only the outer part of the computational domain
is changed.

Figure 16(a) shows the distributions of the mean pressure coefficient on the airfoil. When the
outer boundary size is small, the suction peak is slightly reduced. Consequently, the time-averaged
Cl becomes 1.56, which is 0.02 lower than the result with the larger outer boundary size. This
difference suggests that the outer boundary of the reference WRLES is not sufficiently large to
consider the outer boundary as the free stream. Nevertheless, almost no difference is observed in the
skin friction coefficient near the trailing edge, as shown in Fig. 16(b). Therefore, we conclude that
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FIG. 16. Influences of the outer domain size on the mean pressure coefficient and skin friction coefficient
along the airfoil [ , WMLES (EQBL) with r = 160c; , WMLES (EQBL) with r = 20c; +, WRLES [4]
with r = 20c].

we may compare the WMLES and the reference WRLES results in terms of the physics of the flow
separation although the outer boundary size is different.
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