
PHYSICAL REVIEW FLUIDS 5, 053701 (2020)
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Electro-osmotic flow is a well-established and efficient method for driving microchannel
flows that relies on the interaction of an externally applied electric field with charge
arising at the interface between the liquid and the channel walls. However, its relatively
low velocities together with its dependence on the pH of the liquid severely limit its
utility. Here we experimentally demonstrate fast electro-osmotic flow over microstructured
superhydrophobic surfaces. By suspending the electrolyte in a Cassie-Baxter state over
hierarchical surfaces, we create stable gas-liquid interfaces on which we induce charge
through a gate electrode. We provide a detailed investigation and characterization of
the electro-osmotic velocity as a function of the surface geometry by utilizing particle
tracking velocimetry in a microfluidic device and show that the resulting electro-osmotic
velocity scales with the ratio of slip length to double-layer thickness. Compared to no-slip
surfaces, we demonstrate an order of magnitude enhancement in velocity and complete pH
independence, enabling wider utility of electro-osmotic flow in manipulation of microscale
flows.

DOI: 10.1103/PhysRevFluids.5.053701

I. INTRODUCTION

Electro-osmotic flow (EOF) is the fluid motion due to the interaction of an external electric field
with charges in the electric double layer (EDL), usually formed at solid-liquid interfaces due to a
chemical reaction of the liquid with the solid surface. Predictions for EOF velocity were traditionally
all based on a no-slip assumption at the wall, in good agreement with experimental observations
[1–5]. Melcher and Taylor reported that EOF can also be obtained at naturally uncharged gas-liquid
interfaces, by capacitively inducing charge using an electrode in the gas phase [6]. In the context
of the rapid development of microfluidics over the past 25 years, the classic no-slip boundary
condition at solid-liquid interfaces was revisited, unveiling a number of interesting phenomena
[7–12]. For example, at homogeneously charged hydrophobic surfaces exhibiting molecular slip,
EOF enhancement factors of the order of 1 + β/λD were predicted, where β is the slip length and
λD the Debye length [13–15]. This idea was generalized by Ajdari and Bocquet [16] to several
surface-driven transport mechanisms, and a corresponding EOF flow enhancement was indeed
observed experimentally by Bouzigues et al. in the range of 1 + β/λD ≈ 2 [17]. For heterogeneous
interfaces exhibiting alternating slip and no-slip patterns, Squires derived a generalization of the
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FIG. 1. Electro-osmotic flow over superhydrophobic surfaces. (a) An aqueous electrolyte is suspended
over a superhydrophobic surface, enclosing air in between the surface features. Via a gate electrode, charge
is induced at the gas-liquid interface, which is exposed to a driving electric field, leading to fluid motion.
(b) Schematic of the microstructured superhydrophobic surface with the corresponding geometric parameters.
(c) Schematic of the different layers of the configuration. The gate electrode induces charge inside the liquid,
expressed by the surface potentials ζS and ζNS.

Helmholtz-Smoluchowski equation [18]

�uEOF = −ε �E
η

(
ζNS + ζS

β

λD

)
. (1)

Here ε represents the electric permittivity of the fluid, �E is the external electric field, η is the dynamic
viscosity of the fluid, and ζS and ζNS are the surface potentials at the slip and no-slip interfaces,
respectively.

Since superhydrophobic surfaces (SHSs) that are based on microstructures and for which the
liquid is in a Cassie-Baxter state exhibit large effective slip lengths [19–24], large flow enhancement
factors of the order of 103 or higher can be expected for homogeneously charged surfaces [25,26].
However, in practice, no significant net charge exists at the gas-liquid interface [27]. Various efforts
have been reported to locally control the surface charge using gate electrodes [28–31], e.g., in the
context of field-effect flow control on solid surfaces [32–36]. Hardt and co-workers, following the
work of Melcher and Taylor, suggested the use of a gate electrode below a superhydrophobic surface
to induce charge at the gas-liquid interface and predicted an orders-of-magnitude flow enhancement
relative to EOF due to native ζ potentials [37,38]. However, experimental work demonstrating EOF
enhancement over superhydrophobic surfaces is lacking.

In this work, we present an experimental demonstration of electro-osmotic flow enhancement
over superhydrophobic surfaces using gate electrodes. As illustrated in Fig. 1, we utilize a
hierarchical surface composed of micropillars coated by nanoparticles to maintain the liquid in a
Cassie-Baxter state, thus entrapping air in between the microstructures. We use a gate electrode
embedded in the surface to induce charge at the gas-liquid interface and drive the flow inside a
microfluidic chamber. By modifying the pitch L of the pillars [see Figs. 1(b) and 1(c)], we explore
the dependence of the velocity on the slip length of the surfaces, confirming the theoretical β/λD

dependence. For surfaces with large slip [β = O(1–25 μm)] we obtain a velocity enhancement of
one order of magnitude relative to nonslipping surfaces. In contrast to flat surfaces, over which EOF
is highly sensitive to pH, we show that in our experiments it is essentially independent of pH.
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II. FLOW CHARACTERIZATION

A. Theoretical modeling

For flat surfaces, a framework for shaping flow in a Hele-Shaw setup with a nonuniform ζ

potential distribution has been developed [39–41]. We adapt the height-averaged theory by varying
the interfacial boundary condition to implement an effective slip length, as demonstrated, for
example, by Schönecker and Hardt [38]. Despite not having explicit information about their z
position, observing the two-dimensional particle motion, in conjunction with the appropriate height-
averaged theory, our setup provides a simple yet effective tool to evaluate the flow enhancement over
superhydrophobic surfaces. In the limit of isotropic [42], perfectly slipping gas-liquid interfaces
(i.e., the viscous stresses due to the gas are neglected), the boundary condition at the SHS can be
modeled as

�u‖|z=0 μm = −ε �E‖
η

(
ζNS + ζS

β

λD

)
+ β

∂ �u‖
∂z

∣∣∣∣
z=0 μm

, (2)

where the symbol ‖ denotes the projection onto the xy plane [see Fig. 1(c) for parameter definitions].
A detailed derivation of the governing equations is provided in Appendix A. Briefly, we follow

the derivation by Boyko et al. [39] and implement Eq. (2) as the boundary condition at the lower
wall. Defining 〈�u‖〉 as the depth averaged velocity and ψ as the corresponding stream function
satisfying 〈�u‖〉 = (∂ψ/∂y,−∂ψ/∂x), the governing equations can be expressed as

∇2
‖ p = 12

ε

h2
c

�E‖ · �∇‖〈ζ 〉SHS, (3a)

∇2
‖ψSHS =

(
ε

η
�E‖ × �∇‖〈ζ 〉SHS

)
· �ez. (3b)

Here �ez is the unit vector in the z direction and the stream function ψSHS and the height-averaged
potential 〈ζ 〉SHS are defined through

ψSHS = 1 + β/hc

1 + 4β/hc
ψ, (4a)

〈ζ 〉SHS = (1 + 2β/hc)ζU + ζNS + β

λD
ζS

2(1 + 4β/hc)
. (4b)

Equation (4b) introduces an effective surface potential, and in the limit of no-slip surfaces, the
arithmetic average 〈ζ 〉 = 1/2(ζU + ζNS) is obtained.

In the case of a disk-shaped electrode of radius r0, when inducing an effective potential 〈ζ0〉
subjected to an in-plane electric field �E‖ = (E0, 0), the solution of Eqs. (3a) and (3b) is a dipole
flow field in the outer region of the disk, with a uniform velocity in the inner region [39]. For the
case of a superhydrophobic surface, the velocity magnitude is

〈u‖〉in = −1

4

1

1 + β/hc

εE0

η

(
ζ ind

NS + ζ ind
S

β

λD

)
, (5)

which will serve as the theoretical benchmark for the experiments.

B. Experimental setup

Figure 2(a) presents a schematic of the experimental setup which consists of a structured surface
serving as the floor of a 2 cm × 1 cm × 100 μm (length × width × depth) Hele-Shaw cell. Fig-
ure 2(b) shows a scanning electron microscopy image of a typical micropillared superhydrophobic
surface used in the experiments. All of the pillars have a 5 × 5 μm2 base cross section and are
produced by standard soft lithography from polydimethylsiloxane (PDMS). In order to enhance
the stability of the Cassie-Baxter wetting state, we coat the surface with a secondary nanostructure

053701-3



DEHE, ROFMAN, BERCOVICI, AND HARDT

Vgatef(t)

VEOF
2

f(t) −VEOF
2

f(t)

emission

excitation (b)

(c)

(a)

ROI

t
f

−1000 −500 0 500 1000

−1000

−500

0

500

1000

Vgate (V)

u
a
v
g

(µ
m

s−
1
)

L = 10µm
L = 15µm
L = 20µm
L = 25µm

(d)

FIG. 2. Measurements of EOF over superhydrophobic surfaces. (a) The experimental configuration con-
sists of an aqueous solution suspended in a Cassie-Baxter state over a superhydrophobic surface. A gate
electrode induces charge at the gas-liquid interface in a time-periodic manner, synchronized with an externally
applied field parallel to the surface, resulting in EOF. (b) Stitched scanning electron microscopy image of
a typical superhydrophobic surface used in the experiments. The PDMS surface consists of an array of
micropillars, coated with PVC nanoparticles (left, before coating; right, after coating). The scale bar represents
20 μm. (c) Fluorescence image showing the velocity streaklines resulting from EOF induced by the circular
electrode. The reported velocity values are obtained by ensemble averaging over the central region of the
circular electrode (indicated by ROI). The scale bar represents 200 μm. (d) Experimental results showing
the depth-averaged velocities over superhydrophobic surfaces with different pillar spacing. The velocities are
recorded over 1 min for a driving field of 50 V/cm and an AC frequency of 5 Hz with a buffer solution at an
ionic strength of 10 mM at a pH of 7. The error bars represent 95%-confidence intervals based on at least six
independent measurements. The dashed lines represent linear fits for the range from −750 to 750 V.

made of polyvinyl chloride (PVC) [43]. For details on the fabrication of the surfaces and channel,
see Appendix B. In order to study the influence of effective slip length variations, we employ pillar
pitches of L = 10, 15, 20, and 25 μm [see Table I for values of the geometric parameters shown in
Fig. 1(c)]. The PDMS layer is placed on top of a glass slide containing a microfabricated disk-shaped
gate electrode (diameter ddisk = 500 μm) used to induce charge at the gas-liquid interface.

We apply the driving electric field through two platinum wire electrodes immersed into the
reservoirs at each side of the cell and connected to a multichannel power source (Labsmith
HVS448-6000D) that also provides the potential for the gate electrode. In order to induce flow
above the electrode, we utilize a time-periodic driving voltage of alternating sign and zero mean
(rectangular signal with a frequency of 5 Hz) such that the fluid motion due to the native ζ potential

TABLE I. Geometric parameters of the pillared surfaces. The parameters are defined in Fig. 1(b).

Solid fraction Solid fraction Effective slip
Pillar pitch Pillar height Sublayer height without PVC with PVCa lengthb

L (μm) hp (μm) hsub (μm) φ φPVC β (μm)

5 10 130 0.2500 0.3318 1.15
10 15 120 0.1111 0.1475 5.74
15 15 120 0.0625 0.0830 13.01
20 15 120 0.0400 0.0531 22.95

aBased on pillar shape with PVC on the sidewalls. The shape is approximated from SEM images, indicating a
circular shape with diameter d = 6.5 μm.
bObtained from Ref. [47] based on φPVC.
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averages to zero. By simultaneously applying a synchronized AC signal at the gate electrode with
amplitude Vgate, a nonzero time-averaged fluid motion is locally induced.

In order to visualize the flow, we observe fluorescent polystyrene particles (dbead = 2 μm, Ther-
mofisher, 488-nm excitation, 508-nm emission) through a Nikon AZ-100 microscope (magnification
3×, numerical aperture equal to 0.1, illumination Nikon Intensilight), capturing particles in focus
from all z positions in the cell. Owing to the low numerical aperture of the objective, particles across
the entire depth of the channel are imaged simultaneously. We record the particle motion with a
scientific complementary metal-oxide semiconductor (sCMOS) camera (ZWO ASI178MM-Cool)
at a frame rate of 100 frames/s. Unless otherwise noted, we conduct experiments in an aqueous
4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) buffer solution with an ionic strength
of 10 mM at a pH of 7 (see Appendix C for detailed composition). In order to ensure a homogeneous
particle distribution over the entire channel height, we match the solution’s mass density to that of
the particle material by utilizing a 50 vol % D2O/H2O solution. All experiments were performed at
a temperature of 15 ◦C.

C. Flow velocity measurements

Before each experiment, we fill the channel with deionized water (Milli-Q) and verify the
existence of a stable Cassie-Baxter wetting state by optical inspection. As described by Manukyan
et al. [44], the Cassie-Baxter and the Wenzel wetting states have different reflectivities under
epi-illumination, allowing one to distinguish the wetting states by simple imaging. Afterward, the
channel is flushed with the appropriate buffer solution as described. We perform each experiment
at a fixed gate voltage over a duration of 60 s, and a series of experiments starts with the lowest
gate voltage of 250 V. Successively, we increase the voltage in steps of 250 V, with breaks of
approximately 20 s in between the measurements. Since the wetting transition from the Cassie-
Baxter to the Wenzel state is irreversible, the experimental data are only usable before such a
transition occurs. Also, the transition does not occur over the entire surface at once, but rather
appears at one or more separate locations, likely due to local inhomogeneities in the pillar spacing
or PVC coating. For the flow field, this leads to a local reduction of the effective slip length, which
is easily detectable in the experiments by curved streamlines.

For the processing of the particle tracking velocimetry data, we utilize the MATLAB toolbox
PTVLAB [45]. We import the recorded image stacks and in order to prevent any influence of
background illumination or of particles adhering to the surface, we create the background image
of the observed region by calculating the median image of an image stack. This ensures that local
changes in intensity, as occurring due to passing particles, do not propagate into the background
image. We subtract this median image from each image in the stack, effectively removing the
steady-state background. We compute the velocities of the particles and save them with the
corresponding particle positions. Usually, for one fixed gate voltage, we acquire several tens of
thousands of particle velocities in the central region of the gate electrode.

Since the average flow field above the electrode is independent of position, all information is
preserved by ensemble averaging the N measured particle velocities �uROI,i from the central dipole
region [region of interest (ROI), as indicated in Fig. 2(c)] as

uavg = 1

N

N∑
i=1

‖�uROI,i‖. (6)

Figure 2(d) presents the averaged velocity uavg for different pillar spacings at a pH of 7 and a driving
field of 50 V/cm. The recorded velocity in the region of interest exhibits a linear dependence on
the applied gate voltage in the range from −750 to 750 V and is antisymmetric when reversing the
sign of the driving voltage. Due to the increased slip length, higher pillar spacings lead to increased
velocities. However, the velocity cannot be indefinitely increased using the gate potential; when the
gate voltage exceeds a threshold value, the linear scaling breaks down and we observe a reduction

053701-5



DEHE, ROFMAN, BERCOVICI, AND HARDT

(a)

−0.6 −0.4 −0.2 0 0.2 0.4 0.6

−0.2

0

0.2

ζ ind
S (mV)

u
a
v
g

λ
D

β
1

+
β h
c

(µ
m

s−
1
)

L = 10µm
L = 15µm
L = 20µm
L = 25µm

10 15 20 25

0
0.2
0.4
0.6
0.8

L (µm)

u
a
v
g
/

u
in

(b)

(c)

FIG. 3. Scaling of the EOF velocity with theoretical predictions. (a) Electric circuit model used to calculate
the induced ζ potential ζ ind

S , which is associated with the induced EOF (see the Supplemental Material [49]
for details). (b) Experimental results showing the normalized velocity versus the computed induced potential
ζ ind

S according to Eq. (5), where β is calculated based on [47]. The data collapses to one data set, indicating
the validity of the theoretical model. (c) Ratio of experimentally measured and theoretically predicted velocity
for different pillar periodicities L. The theoretically predicted velocities and the measured velocities show a
divergence of about 50%. The error bars represent 95%-confidence intervals based on at least six independent
measurements.

in velocity. We attribute this to the wetting transition from the Cassie-Baxter to the Wenzel state
induced by Maxwell stresses [44,46].

D. Rescaled flow velocity

In order to validate the theoretical model, we seek to rescale the flow velocity according to
Eq. (5), thus requiring models for β and ζ ind

S . Following Davis and Lauga [47] and assuming flat gas-
liquid interfaces, disregarding viscous stresses of the enclosed gas or inhomogeneities potentially
introduced by the statistical PVC coating, the isotropic slip length can be approximated by

β =
(

3

16

√
π

φPVC
− 3

2π
ln(1 +

√
2)

)
L, (7)

where φPVC represents the area fraction of the solid-liquid interface.
Following an approach similar to that used by van der Wouden et al. in the context of AC field-

effect flow control [36,48], we model the induced ζ potentials using an equivalent electric circuit as
shown in Fig. 3(a) (a detailed discussion is given in the Supplemental Material [49]). The PDMS
layer below the pillars and the air gaps is represented by a capacitance Csub. This layer is in series
with two parallel domains representing (i) the pillars and their EDL and (ii) the air gaps and their
EDL. We note that this model disregards electric-field lines crossing the pillar sidewalls, as well as
any spatial inhomogeneity over the interfaces. We model the capacitances of the PDMS sublayer,
pillars, and air gaps as Ci = εiAi/hi, where Ai is the area of the capacitor, hi the distance between
its plates, and εi its electric permittivity. We approximate the diffuse-layer capacitance using the
Gouy-Chapman framework with the differential capacitance Cdif,i = (ε0εrel,i/λD) cosh(eζ/2kBT )
[57]. In this model, we also disregard all effects due to surface chemistry and the Stern layer. In
general, for solid surfaces these effects can become predominant and suppress the induced charge
almost completely [4,5,36]. However, gas-liquid interfaces do not exhibit solid surface chemistry
and we do not expect Stern layer adsorption at these interfaces.
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Figure 3(b) presents the experimental velocity data rescaled according to Eq. (5) as a function of
the computed induced ζ ind

S and shows that the data obtained for different pillar spacings collapse to a
single curve. This indicates that the theoretical model captures the scaling behavior of the flow with
the solid-liquid area fraction. Interestingly, it also shows that relatively high velocities are induced
by very low potentials at the gas-liquid interface, below 1 mV.

Figure 3(c) presents the ratio of the measured velocity uavg and the theoretical dipole velocity
〈u‖〉in, showing that the measured velocities are approximately half of the theoretically predicted
ones for all pillar spacings. In the Supplemental Material we have included error estimates for the
geometric modeling and the native surface potential, showing that additional effects need to be at
play to explain the magnitude of the deviation. Possible explanations include surface conductivity
effects or the accumulation of surfactants at the gas-liquid interface. The latter has been reported in
similar experiments to cause a significant reduction of the slip length [42,58,59].

E. Comparison to no-slip surfaces

We seek to quantitatively compare the electro-osmotic mobility observed on the SHS with values
reported for standard no-slip surfaces. From Eq. (2) we define the wall mobility at a reference
viscosity ηref as μSHS = uz=0 μm/E0 = εη−1

ref (ζ ind
NS + ζ ind

S β/λD). From Eq. (5), the depth-averaged
velocity at the center of the disk is given by 〈uin〉 = ε[4ηexpt(1 + β/hc)]−1(ζ ind

NS + ζ ind
S β/λD)E0,

where ηexpt is the viscosity of the electrolyte in the experiment. By substituting one into the other,
we obtain an expression for the wall mobility as a function of the measured velocity

μSHS = 4〈uin〉
(

1 + β

hc

)
ηr

1

E0
, (8)

where ηr = ηexpt/ηref is the ratio of the experimental viscosity and the reference viscosity. Setting
the reference as water at room temperature (20 ◦C), and since our experiments are conducted in
50% D2O at 15 ◦C, we obtain ηr = 1.288 [60,61]. For the largest pillar spacing L = 25 μm, the
maximum wall mobility (before the transition to the Wenzel state is observed) is μSHS = 1.013 ×
10−6 m2/(V s). Native wall mobilities on glass and polymer surfaces were reported in the range
(2–8) × 10−8 m2/(V s) [4,5] and wall mobilities induced by gate potentials were reported in the
range (2–6) × 10−8 m2/(V s) [32,36,41,62]. Hence, the EOF mobilities obtained on our SHSs are
at least one order of magnitude larger than those obtained for flat surfaces, both due to charge
induction and native surface charge.

F. Influence of the electrolyte

Figure 4(a) presents the flow velocity as a function of the solution pH (see Table II in Appendix B
for electrolyte compositions), showing no dependence on pH for any of the examined surfaces. This
is in contrast to native no-slip surfaces, where a pH close to the isoelectric point of the surface
eliminates the surface charge and thus the EOF velocity. It is also in contrast to the charge induction
by gate electrodes, where at specific pH values the flow is suppressed completely [4,5,36].

Figure 4(b) presents the flow velocity as a function of the ionic strength for a fixed pH. The ionic
strength is adjusted from I = 1 to 40 mM by adding KCl to a 1 mM HEPES solution. Over the
considered interval, the flow velocity decreases by a factor of ∼2, even though the electric circuit
model presented in Fig. 3(a) predicts no dependence (since increasing the ionic strength lowers
both the double-layer thickness λD and the surface potential ζ ind

S due to the change in double-layer
capacitance Cdif). One hypothesis for the observed dependence is surfactant adsorption at the
gas-liquid interface, which even at trace amounts can reduce the effective slip length substantially.
Since the adsorption of some surfactants increases with salt concentration [63], an increase in
concentration could cause a reduction of the effective slip length. However, lacking a rigorous proof,
this point remains to be explored in future work.
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FIG. 4. Experimental results showing the dependence of the depth-averaged EOF velocity on the elec-
trolyte properties. (a) Velocity as a function of pH for different pillar periodicity at a constant ionic strength of
10 mM and Vgate = 500 V. The dashed lines represent the averages over all pH values for the different surfaces.
Error bars represent the 90%-confidence interval based on five independent measurements. (b) Velocity as a
function of ionic strength for a pillar periodicity of L = 15 μm at Vgate = 250 V and a fixed pH of 7. Here N
represents the number of independent measurements taken.

III. CONCLUSION

In this work, we have demonstrated the enhancement of electro-osmotic flow over superhy-
drophobic surfaces using gate electrodes. The charges created at the gas-liquid interface couple
to the external electric field, giving rise to maximum flow velocities that exceed the velocities
observed on flat solid surfaces by at least an order of magnitude. The demonstrated scaling with
ζ ind

S β/λD suggests future strategies to further enhance the induced velocities. For example, utilizing
superoleophobic surfaces as reported in the literature [64–67], which are even more stable against
wetting transitions, could enable higher induced potentials and thus higher velocities. Traditional
EOF pumps offer low flow rates, yet enable very high pressures [68,69]. Electro-osmotic flow
over a SHS provides a different work point for EOF pumps, where much higher flow rates can
be achieved, but pressures are limited by the stability of the wetting state. Also, in contrast to
the irreversible dielectric breakdown of gate electrode materials used for flat surfaces, drying and
refilling a collapsed SHS cell renders it useful again.

Additionally, our work could provide opportunities for investigation in various research fields.
For example, Fan et al. [70] recently showed that pressure-driven flow over superhydrophobic
surfaces with oil-filled indentations yields higher streaming potentials than air-filled indentations.
The higher streaming potential could be explained by higher potential at the slipping surface
for oil. By inducing charge at the interface, a similar enhancement of streaming potential for
air-filled indentations could be leveraged for power conversion applications. Another particularly
interesting property is the independence of the flow on the solution pH, which could be utilized for
laboratory-on-a-chip applications where the pH of samples can vary drastically. In combination with
the ability to dynamically control the flow patterns using multiple electrodes, we believe that EOF
over superhydrophobic surfaces could be used in biochemical and high-throughput applications that
were not accessible before.
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APPENDIX A: GOVERNING EQUATIONS

We here derive the governing equations for the fluid flow in analogy to Ref. [42], with
additionally accounting for slip at the lower wall. The model system consists of a shallow flow
cell with arbitrary surface potentials ζU, ζS, and ζNS, corresponding to the upper wall, the lower wall
at slip regions, and the lower wall at no-slip regions, respectively. The characteristic length in the
vertical direction is defined by the cell height hc and the lateral characteristic length scale is defined
by the typical length L over which the ζ potentials vary.

We assume a shallow flow regime (ε = hc/L � 1) and negligible inertia (ε Re = ερUhc/η �
1). The typical velocity in the axial direction U is given by the Helmholtz-Smoluchowski expression
for the EOF velocity as U = −εζrefEref/η, where ε is the electric permittivity, ζref is a typical ζ

potential, Eref is a characteristic electric field in the fluidic cell, and η is the fluid’s dynamic viscosity.
The characteristic potential ζref can be defined as the characteristic surface potential at the gas-liquid
interface due to the charge induction of the gate electrode. The characteristic electric-field strength
follows from the applied electric field inside the cell that is assumed to be uniform over the fluidic
domain of interest. This is valid for small Dukhin numbers (Du = σs/σbL � ε) [71], where σs

and σb are the surface and bulk conductivity, respectively. A characteristic timescale follows from
the characteristic length scale and velocity as T = L/U . The characteristic scales for the pressure
pref and the velocity W in the z direction, however, are unknown a priori and follow from scaling
arguments.

Introducing the nondimensional variables (denoted by tildes) (x̃, ỹ, z̃) = (x/L, y/L, z/hc ), t̃ =
t/T , (ũ, ṽ, w̃) = (u/U, v/U,w/W ), p̃ = p/pref, ζ̃ = ζ/ζref, and �̃E = �E/Eref in combination with
an order-of-magnitude analysis of the continuity and the Navier-Stokes equations leads to expres-
sions for the characteristic vertical velocity W = εU and the pressure scale pref = −ε0ζrefEref/ε

2L.
A leading-order expansion in ε of the continuity and the Navier Stokes equations yields

0 = ∂ ũ

∂ x̃
+ ∂ ṽ

∂ ỹ
+ ∂w̃

∂ z̃
, (A1a)

�̃∇‖ p̃ = ∂2 �̃u‖
∂ z̃2

+ O(ε Re, ε2), (A1b)

∂ p̃

∂ z̃
= O(ε3Re, ε2). (A1c)

In what follows, we deviate from the reported derivation by incorporating the effect of the
superhydrophobic surface at the lower wall by an effective wall boundary condition in accordance
with Schönecker and Hardt [38]. Here the effective slip length is assumed to be uniform and
isotropic over the whole surface. For brevity, we assume that the gas-liquid interfaces are perfectly
slipping, so that the viscosity of the enclosed gas has no influence on the flow. The boundary
condition then reads

�u‖|z=0 μm = −ε �E‖
η

(
ζNS + ζS

β

λD

)
+ β

∂ �u‖
∂z

∣∣∣∣
z=0 μm

. (A2)

For typical pillar spacings of the order of 10 μm, the ratio β/λD can be of the order of 103–104,
outlining the flow enhancement potential even for small ζS.

Integrating Eq. (A1b) twice in the z direction and accounting for the boundary condition (A2) at
the lower wall and the no-slip condition at the top wall leads to an expression for the nondimensional
velocity:

�̃u‖ = 1

2
�̃∇‖ p̃z̃2 + 1

1 + β

hc

{
z̃

[
�̃E‖

(
ζ̃U − ζ̃NS − β

λD
ζ̃S

)
− 1

2
�̃∇‖ p̃

]

+
[

�̃E‖

(
β

hc
ζ̃U + ζ̃NS + β

λD
ζ̃S

)
− 1

2

β

hc

�̃∇‖ p̃

]}
. (A3)
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By integrating over the channel height, the depth-averaged velocity is obtained as

〈�̃u‖〉 = − 1 + 4 β

hc

12
(
1 + β

hc

) �̃∇‖ p̃ + 1

2
(
1 + β

hc

) �̃E‖

[(
1 + 2

β

hc

)
ζ̃U + ζ̃NS + β

λD
ζ̃S

]
. (A4)

We note that by setting the slip length to zero, the second term on the right-hand side of Eq. (A4)
would reduce to an average surface potential that can be calculated by the arithmetic average of the
two potentials as 〈ζ̃ 〉 = 1

2 (ζ̃U + ζ̃NS), corresponding to the original expression for the velocity [42].
In analogy to Ref. [42], a set of two independent Poisson equations for the pressure p and

the stream function ψ̃ is obtained by applying the two-dimensional divergence �̃∇‖· and the two-

dimensional curl �̃∇‖× operators to Eq. (A4), respectively,

∇̃2
‖ p̃ = 6

1 + β

hc

�̃E‖ ·
[(

1 + 2
β

hc

)
�̃∇‖ζ̃U + �̃∇‖ζ̃NS + β

λD

�̃∇‖ζ̃S

]
, (A5)

∇̃2
‖ ψ̃ = 1

2
(
1 + β

hc

) �̃E‖ ×
[(

1 + 2
β

hc

)
�̃∇‖ζ̃U + �̃∇‖ζ̃NS + β

λD

�̃∇‖ζ̃S

]
�ez, (A6)

where the stream function ψ̃ is defined via 〈�̃u‖〉 = (∂ψ̃/∂ ỹ,−∂ψ̃/∂ x̃). These governing equations
enable us to determine the flow field for a given ζ potential distribution. Due to the presence of the
superhydrophobic surface, the equations include a more complex averaging of the ζ potentials than
the arithmetic average of [42]. The original form of the governing equations can be recovered by
introducing the following generalized averaging of the ζ potential distribution:

〈ζ̃ 〉SHS = 1

2
(
1 + 4 β

hc

)
[(

1 + 2
β

hc

)
ζ̃U + ζ̃NS + β

λD
ζ̃S

]
. (A7)

By introducing a transformed stream function ψSHS as

ψ̃SHS = 1 + β

hc

1 + 4 β

hc

ψ̃, (A8)

the set of governing equations is rewritten as

∇̃2
‖ p̃ = 12 �̃E‖ · �̃∇‖〈ζ̃ 〉SHS, (A9a)

∇̃2
‖ ψ̃SHS = ( �̃E‖ × �̃∇‖〈ζ̃ 〉SHS) · �ez, (A9b)

with

〈�̃u‖〉 = 1 + 4 β

hc

1 + β

hc

(∂ψ̃SHS/∂ ỹ,−∂ψSHS/∂ x̃). (A10)

Since this transformation recovers the original governing equations [39], from here on the
mathematical treatment is analogous to that of Boyko and co-workers. In that context, we are
especially interested in the flow field for a ζSHS potential induced in a disk-shaped region. In the
following, for convenience, we summarize the results, but for details, the interested reader is referred
to the original work [42].

The corresponding ζSHS potential distribution reads

〈ζ̃ 〉SHS = 〈ζ̃ 〉0H (r̃0 − r̃), (A11)
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where r̃0 is the radius of the circular region, r̃ the radial coordinate, H the Heaviside step function,
and 〈ζ 〉0 the value of 〈ζ 〉SHS above the electrode. For such a distribution and an electric field in the

x direction [ �̃E‖ = (Ẽ0, 0)], the pressure field takes the following form in polar coordinates:

p(r,
) =
{( aout

r + boutr̃
)

cos 
, r̃ > r̃0

binr̃ cos 
, r̃ < r̃0.

(A12a)

(A12b)

Inserting this pressure distribution into Eq. (A4) leads to an expression for the velocity distribution

〈�̃u‖〉(r̃,
)

=

⎧⎪⎨
⎪⎩

1+4 β

hc

1+ β

hc

[
1

12

(−bout+ aout
r̃2

)
cos 
�er+ 1

12

(
bout+ aout

r̃2

)
sin 
�e


]
, r̃ > r̃0

1+4 β

hc

1+ β

hc

[(− 1
12 bin+Ẽ0〈ζ̃ 〉0

)
cos 
�er+

(
1

12 bin−Ẽ0〈ζ̃ 〉0
)

sin 
�e


]
, r̃ < r̃0,

(A13a)

(A13b)

where �er and �e
 are the unit vectors in polar coordinates. Above the circular electrode, the velocity
is uniform due to the constant pressure gradient, leading to

〈�̃u‖〉in = 1 + 4 β

hc

1 + β

hc

(
− 1

12
bin + E0〈ζ̃ 〉0

)
�ex. (A14)

The circular 〈ζ̃ 〉SHS potential distribution creates a dipole flow field. Because of the uniformity of
the flow above the electrode, such a flow field is ideal to evaluate the effect of induced ζ potentials.

By requiring continuity of the pressure as well as the radial velocity at r̃ = r̃0 and prescribing
a constant pressure far away from the electrode, the coefficients in Eqs. (A13a) and (A13b) can be
determined as

aout = 6Ẽ0〈ζ̃ 〉0r̃2
0 , (A15)

bin = 6Ẽ0〈ζ̃ 〉0, (A16)

bout = 0. (A17)

They can be interpreted physically as follows: aout is the dipole strength, bin is the pressure gradient
in the direction of the electric field inside the circular region, and bout is the externally applied
pressure gradient. As a final result, the velocity in the inner region follows as

〈�̃u‖〉in = 1 + 4 β

hc

1 + β

hc

(
1

2
E0〈ζ̃ 〉0

)
�ex. (A18)

This result is valid for the theoretically predicted velocity in the central region of the dipole flow.
Rewriting in dimensional variables yields Eq. (5).

APPENDIX B: PRODUCTION OF SUPERHYDROPHOBIC SURFACES AND
MICROFLUIDIC DEVICE

The microstructured surface is produced by a standard soft-lithography replica method. First,
a master structure on a silicon wafer is produced by deep reactive ion etching and is silanized by
evaporation of trimethylsilane in a closed vacuum bell. We repeat the silanization process prior to
every molding process, to prevent sticking of the elastomer.

The positive replica is produced from polydimethylsiloxane (Dow Sylgard 184 silicone elas-
tomer) with an elastomer–cross-linker ratio of 10:1. First, we mix the components thoroughly and
afterward degas them in vacuum to minimize air entrapment. Successively, the elastomer is spin
coated on the silicon master, first for 40 s at 200 rpm, followed by 40 s at 600 rpm. Afterward, we
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TABLE II. Buffer composition for the pH dependence measurements. All experiments were done with a
fixed ionic strength of I = 10 mM. The pH value is adjusted by using a weak base or acid and shifting the
chemical equilibrium with a strong acid or base as titrant, respectively. The ionic strengths as well as buffer
capacitances of the solutions are calculated with PEAKMASTER 5.3 [72].

Buffer Concentration cbuf Titrant Concentration ctit

pH value (weak electrolyte)a (mM) (strong acid or base) (mM)

3 citric acid 20 NaOH 9
5 creatinine 20 HCl 10
7 HEPES 42.85 NaOH 10
9 histidine 26 NaOH 10
11 histidine 9 NaOH 10

aAcquired from Sigma-Aldrich.

place the wafer inside an oven for 3 h at 85 ◦C. In the next step, we peel the elastic sheet off the mask
with special care not to damage the microstructured layer. Since one mask accommodates up to ten
surfaces, we cut the sheet and place the pieces on glass slides, with the pillars pointing upward. We
show the geometric parameters in Fig. 1(b).

Next we pattern the microstructures with a secondary nanostructure made of PVC, based on
the work of Chen and co-workers [39]. Briefly, we dissolve 50 mg of polyvinyl chloride (Sigma-
Aldrich, high molecular weight, product No. 81387) in 10 ml of tetrahydrofurane (THF) and then
add 10 ml of ethanol to the solution. Ethanol is a nonsolvent for PVC and during evaporation, PVC
starts to precipitate out of the solution and forms crystals. The crystal structure and particle size
can be influenced by the ratio of ethanol to THF, with higher ethanol fractions leading to smaller
particles. During evaporation of the applied solution to the surfaces, PVC particles attach to the
pillars of the microstructured surface.

The final microstructured surfaces have pillar spacings as described in Table I. The surfaces with
a pitch of L = 10 μm have a pillar height of 10 μm and a sublayer thickness of 130 μm, whereas
the other surface types have a pillar height of 15 μm and a sublayer height of 120 μm. All pillars
have a square shape with rounded edges. Due to the added PVC, the pillars become wider and the
shape becomes more irregular. By evaluation of scanning electron microscopy (SEM) images of the
surfaces, we estimate that the pillar can be approximated as a circle with a diameter of 6.5 μm.
Table I also contains the predicted slip length according to Davis and Lauga based on the effective
diameter of the pillars [47].

In order to produce the microfluidic device, we produce several gate electrodes on top of a glass
wafer using vapor deposition (Balzers BAK 600) of chrome and a standard lift-off process using a
positive photoresist (AZ 9260). Afterward, the wafer is diced to have only one electrode per piece.
We activate the wafer containing the electrodes as well as the back side of the microstructured
PDMS by oxygen plasma (Diener Femto plasma cleaner, 20 s, 50 W) and put them in contact to
form a permanent bond. This structure serves as the floor of the cell. As a ceiling, we use glass
slides cut to size, with holes drilled for liquid access. We seal the cell by applying UV-cured optical
glue (Thorlabs, NOA68) to the lateral restrictions of the bottom structure. On top of the holes of the
glass slide we place punched pieces of PDMS serving as reservoirs.

APPENDIX C: LIQUID COMPOSITIONS

Unless otherwise noted, we used the buffer solutions listed in Table II, providing a range of
pH values at a fixed ionic strength of 10 mM. As also mentioned in Sec. II B, we performed
all experiments in a mixture of 50 : 50 vol % D2O/H2O. For the experiments with varying ionic
strength, we used a HEPES-NaOH buffer at an ionic strength of 1 mM and added KCl to reach the
desired ionic strength.
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