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A portion of vulnerable stenosis can be deformed periodically under pulsatile blood-flow
condition. The deformable stenosis consists of fibrous cap covering a lipid pool, which
is analogous to a capsule containing oily liquid or soft gel. The deformation increases
mechanical stress acting on the fibrous cap. The magnitude of the stress determines
likelihood of rupture, which causes sudden cardiac death or stroke. Previous studies tried
to measure the stress by using intravascular imaging or numerical simulation. However, the
methods have limitations of invasiveness and long process time in calculating the stress,
respectively. In this study, the main determinants for the fibrous cap deformation and the
normal stress acting on the fibrous caps are experimentally examined using deformable
stenosis models. Particle image velocimetry is employed to measure flow induced forces
acting on the fibrous caps. The deformable stenosis models are deformed to increase
geometrical slope when inlet flow rate is increased. Deformation extent and mean normal
stress acting on the fibrous caps are proportional to the square of the inlet flow rate and
inversely proportional to the fibrous cap thickness. The periodic deformation of stenotic
shape induces fluctuations of jet angle at the throat of the stenosis. Temporal variation
of the jet angle is inversely proportional to the fibrous cap thickness of the deformable
stenosis models. The variations of the jet angle for rigid stenosis models are negligibly
small. The present results reveal the potential use of flow rate and variation of jet angle to
approximate normal stress on the fibrous caps and to distinguish deformable stenosis from
rigid stenosis. The flow rate and the jet angle can be measured directly by using noninvasive
imaging devices in hospital.

DOI: 10.1103/PhysRevFluids.5.043101

I. INTRODUCTION

A vulnerable stenosis characterized by a relatively large lipid pool encapsulated with a fibrous
cap is prone to rupture in the arteries [1]. Stenosis ruptures in coronary and carotid arteries cause
60-75% of sudden cardiac deaths [2] and strong strokes [3], respectively. A portion of vulnerable
stenosis undergoes repeated shape deformation under a pulsatile blood-flow condition [4,5]. Clinical
studies reported that patients with deformable stenosis repeatedly suffer from stroke [6,7]. Meairs
and Hennerici [7] investigated deformation of stenosis in patients through follow-up study for 6 mo.
They observed homogeneous surface motion with surrounding vessel walls near asymptomatic
stenosis. However, they detected focal movement disparities near symptomatic stenoses. Huang
et al. [8] reported that deformation of the carotid stenosis for patients with clinical symptom was
larger than the deformation of the stenosis for asymptomatic patients.
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Current diagnostic strategies for the rupture mainly focus on geometrical features of vulnerable
stenosis, including fibrous cap thickness and lipid pool size [9]. However, insufficient accuracy in
the configuration-based diagnosis leads to studies on the underlying mechanism of stenotic rupture
[10]. Stenotic rupture occurs when the mechanical stresses exerted on the fibrous cap exceed its
own mechanical strength [11-13]. Normal stress acting on the cross sections of the thin fibrous cap
dominantly affects the magnitude of resultant stress. The spatial distribution of the normal stresses
can be obtained through numerical simulation to anticipate the rupture position [14—17]. Recent
studies tried to utilize an intravascular ultrasound elastography to directly measure the normal
stress on the fibrous cap, and the measurement accuracy was validated through in vitro experiments
[18,19]. However, the numerical simulation and elastography have technical limitation in processing
time and invasiveness, respectively.

The previous studies reported that the rupture was dominantly affected by pressure-induced
normal stress, and the maximum normal stress was usually formed at the shoulder of the fibrous
cap. However, roughly 40% of the rupture occur at other regions, including in the center of the cap
in patients [20-22].

In this study, we investigated main determinant for the normal stress acting on the fibrous cap.
We also tried to find a diagnosis index to distinguish the deformable stenosis from rigid stenosis,
which can be measured in a simple and noninvasive manner. We focused on the effects of pressure
nonuniformity instead of magnitude of pressure on the stress to explain the 40% rupture at other
regions.

II. STENOSIS MODELS AND EXPERIMENTAL SETUP
A. Stenosis models

Three deformable and two rigid stenosis models were fabricated using Polydimethylsiloxane
(PDMS, Sylgard 184, Dow Corning, Korea) material. Lipid pool-mimicking part (yellow color)
was positioned in the upstream side of the deformable stenosis models as shown in Fig. 1(a). A
rectangular PDMS film (4 mm x 8 mm) was placed between the lipid pool and the conduit [red film
in Figs. 1(b) and 1(c)] to mimic a fibrous cap. Three deformable stenosis models have different
film thicknesses (h = 30 £ 0.7, 49 4 1.3, and 139 % 2.5 um), which were generated by regulating
the rotational speed of a spin coater (SPIN30000, MIDAS, Korea) at 2500, 1500, and 500 rpm,
correspondingly, for 1 min.

The two rigid stenosis models with different stenotic shapes [Fig. 2(c)] did not have the lipid
pool to keep their stenosis shapes under two different pulsatile flow conditions [Fig. 2(a)]. The two
rigid models have flat (flat-rigid) and curved (curved-rigid) upstream shapes as shown in Fig. 2(c).
The deformable stenosis models have the same shape as the flat-rigid stenosis model before their
deformations.

The models have an eccentric configuration with a 45% severity in inlet diameter (D = 10 mm).
Thus, the minimum diameter of the conduit is 0.55D. The severities of many ruptured stenoses are
lower than 50% [23]. Therefore, distinguishing the rupturable stenoses with severity smaller than
50% is strongly required. Detailed geometrical information is described in Appendix A.

The Young modulus (E) of the PDMS films was controlled to 39 £ 15 kPa by modulating the
mixing ratio of the PDMS base to the curing agent (40:1), curing temperature (60 °C), and baking
time (24 h) [24]. The E values of the human fibrous caps widely varied in the range of 40-20 000 kPa
depending on their composition [25,26]. The rest of the model excluding the film was made of a stiff
PDMS mixture (10:1, 65 °C, 1 h for E = 2.61 4 0.021 MPa) to minimize the deformation of the
models. The temporal variation in the conduit diameter is less than 0.4%. The lipid pool was filled by
a glycerol solution (47.38% distilled water, 36.94% glycerol, and 15.68% sodium iodine by weight)
[27]. The glycerol solution was employed to mimic the kinematic viscosity (v = 3.48x107%m?/s)
of the blood and the refractive index (n = 1.414) of PDMS.

043101-2



FLOW INDUCED DEFORMATION OF VULNERABLE ...

(e) Constant-head tank
Gear pump 52

Flow meter
I ! ! I :

D=10 mm
v

FIG. 1. (a) A schematic diagram of the deformable stenosis model (45% severity, diameter D = 10 mm)
and a cross-sectional side view at the center plane (z/D = 0). A thin PDMS film (red line in the cross-sectional
side view) is positioned between the lipid pool-mimicking part (yellow) and vessel conduit to mimic a fibrous
cap. (b) Cross-sectional view of the deformable stenosis model at x/D = —0.5. (c) Configuration of the lipid
pool-mimicking part and PDMS film (red color). (d) Path lines of a flow in the deformable stenosis model (h =
30 um) att/T = 0.02. Consecutive images obtained at # /T = 0.02 are stacked, and the maximum intensity at
each pixel is projected. (e) Experimental setup including the flow circuit with a deformable stenosis model.

The three-dimensional (3D) molds of the conduit and the lipid pool were fabricated using a
3D printer (Fortus 400 mc, Stratasys) by using acrylonitrile butadiene styrene thermoplastic as a
printing ink. After placing the prepared PDMS film at the interface between the two molds, 10:1
PDMS mixture was poured into the molds and baked in an oven. The mold of the lipid pool was
gently pulled out through a slit through partial cutting. Thereafter, the PDMS mixture was poured
on the slit to isolate the empty cavity. The glycerol solution was infused to fill the cavity. The
embedded molds of the vessel conduit were pulled out after all the PDMS parts were cured. The
two rigid stenosis models were fabricated using the 10:1 PDMS mixture only.

B. Flow circuit

Experiments were carried out in a closed loop of a pulsatile flow system, as illustrated in Fig. 1(e).
A programmable gear pump (MCP-Z Process, Ismatec, Germany) was used to supply two different
pulsatile flows [Fig. 2(a)], which provide similar waveforms as the real blood flow in the common
carotid artery [28]. The mean Reynolds numbers (Re) of the two flow conditions are approximately
1000 (Q1) and 1300 (Q2) based on the inlet phase-averaged bulk velocity (U,) and inlet diameter
(D). The period (T) of the two pulsatile flows and the corresponding Wormesley number are 1 s
and 6.72, respectively. The stenosis models were placed 150 D from the entrance of the conduit to
secure a fully developed inlet flow [29]. The glycerol solution infused to mimic the lipid pool was
also utilized as the working fluid. As tracer particles, fluorescence particles (FPP-RhB-35, Dantec
Dynamics, Denmark) were used. The average diameter and density of the tracer particles were
approximately 20—50 um and 1.19 g/ml, respectively. A high-speed camera (FASTCAM SAl.1,
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FIG. 2. Deformation of stenosis models. (a) Waveforms of the inlet Reynolds number (Re) based on D
and the phase-averaged bulk velocity (Up). Error bars denote the standard deviation of the data collected from
each experiment. (b) Variations of mean strain (£) acting on the PDMS film of each deformable stenosis model
at the center plane (z/D = 0). (c) Temporal variation of the PDMS film of the deformable stenosis model
(h =30 um) at four different phases. The results for two rigid models at the center plane (z/D = 0) are
compared. The rigid models are made of bulk PDMS to keep their shapes under pulsatile flow conditions.
(d) Contour maps of nondimensional differential pressure around a flat-rigid and a deformable (4 = 30 um)
stenosis model at #/7 = 0.38 under Q2 flow condition. Here, P, represents the phase-averaged pressure at
inlet (x/D = 2).

Photron, Japan) was positioned perpendicular to the stenosis model to measure the velocity fields in
the center plane (z/D = 0). The measurement plane was illuminated with a thin laser light sheet of
0.5 mm in thickness formed by a 1-W continuous laser (Shanghai Dream Lasers Technology Co.,
China).

C. Particle image velocimetry (PIV) analysis

A high-speed camera was employed to capture consecutive flow images with intervals of
1/8000 s. The camera was connected to a delay generator (575-8C, BNC, USA) to obtain 10,000
pairs of flow images for 10 cycles. A pair of images was acquired with intervals of 1/1000 s.
The captured flow images were processed using the PIVVIEW software (PIVVIEW 2C, PIVTEC,
Germany). Fast Fourier transform-based cross-correlation PIV algorithm was applied to consecutive
flow images to obtain instantaneous velocity field information. A multigrid interrogation window
scheme was adopted for interrogation windows of 64x64, 32x32, and 24x 12 pixels with 50%
overlapping. The horizontal and vertical distances between the two adjacent velocity vectors were 12
and 6 pixels, respectively. These vectors correspond to the physical dimensions of 0.48 and 0.24 mm.
Each cycle was divided into 50 equally spaced phase bins (200 samples per bin) for phase-averaged
evaluation. Uncertainty analysis was conducted by comparing the root-mean-square values of the
fluctuating velocity components with varying the number of cycles. The error was converged to
be smaller than 5%, as discussed in our previous study [30]. Pressure gradients were calculated
from the PIV results. The values of pressure gradients were integrated from x/D = —2 by using
the forward Euler spatial integration scheme to obtain pressure-field information, as illustrated in
Fig. 2(d) [31].
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The uncertainty of PIV measurements is relatively high in the near-wall region, due to high-
velocity gradient in the region and difficulty of accurate wall detection [32]. To minimize such
measurement error, the time interval between consecutive flow images (=1/8000 s) was adjusted
to make displacement variation for tracer particles in an interrogation window be smaller than mean
particle diameter [33]. In addition, the wall position was detected by using standard deviation values
of light intensity in sequential flow images [34] and the detection was verified based on the conduit
diameter (=10 mm). The difference in pressure values at the wall and adjacent interrogation window
was smaller than 0.8% of the mean pressure difference along the wall, which was utilized as the main
parameter for data analysis.

III. RESULTS AND DISCUSSION

A. Deformation of stenosis under pulsatile flow condition

The deformable stenosis models initially have the same shape as the flat-rigid stenosis model.
However, the upstream configuration varies with the increase in flow rate as shown in Fig. 2(c).
The length (L) variations of the PDMS films were measured at the center plane (z/D = 0) to
evaluate the mean strain [ = (L — L;/7=0.02)/L:/7=0.02]. The value of & increases when the flow
rate increases and the film thickness decreases as illustrated in Fig. 2(b). The maximum values of
g for Q2 conditions are approximately 65% larger than those for Q1 conditions for each model,
although the maximum Reynolds number (Re) number has only ~25% difference for the two
different flow conditions [Fig. 2(a)]. The deformation of each cap film enclosing glycerol solution
(lipid pool-mimicking part) mainly results from the static pressure nonuniformity acting on the
film. The static pressure (P) gradually decreases when the flow velocity increases from x/D = —1
to x/D = 0 due to the reduction of conduit area as shown in Fig. 2(d). The films are deformed
in downward and upward directions in the front and rear parts, respectively [Fig. 2(c)] because of
relatively high and low static pressure in each position.

B. Mechanical stress on PDMS films

The relationship between pressure distribution on the film and its shape deformation was
analyzed using the following membrane stress equation [35]:

oo/re + oy/rg = (P, — P)/h, (1)

where rg, ry, o0y, oy indicate the radius of curvature in the local latitude and longitudinal planes
and the normal stress on the cross sections acting on the local latitude and Igitudinal directions,
respectively. Phase-averaged value of I was expressed by 7 in the present study. In Eq. (1), P
corresponds to the internal pressure of liquid in the lipid pool of the stenosis models. The variation
of P; in the lipid pool is assumed to be negligibly small comparing to the variation of pressure acting
along the outside of the film (P). The value of P; can be calculated from the spatial distribution of
P by using the force balance in the y’ direction at a part of the film in the center plane [Fig. 2(c)] as

follows:
1 L=a h
= Pdx’
L—2a / Yoz

where 8 indicates angle of the deformed film with the x’ axis. The second and third terms on the
right-hand side denote the normal stress exerting on the cross sections of the film at (x', y') = (a, 0)
and (L — a, 0), where normal stress is much larger than the bending and shear stresses. The value
of “a” can be approximated to “0” in the present condition because the deflection (w) of the film is
much larger than its thickness (k) at most positions. Thus, the first term in the right-hand side can
be approximated to % J& Pdx', which represents the mean pressure along the film at the center plane
(0 < x’ < L). The L value is fixed to 8 mm in the present stenotic model as shown in Fig. 1(c). The

N

2% (Ux/:a X Sinlgx/:a — Ox'=L—aX Sinﬁx’:L—a)’ (2)
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TABLE I. List of representative parameters.

Symbol Description Symbol Description

D Inlet diameter of a conduit U Time-averaged bulk velocity
(characteristic length scale) (characteristic velocity scale)

h Thickness of PDMS films 7, Phase-averaged bulk velocity

P Phase-averaged pressure w Mean deflection of a film

P Phase-averaged internal pressure a Mean angle of the velocity vector
of liquid in the lipid pool

AP Phase-averaged magnitude of pressure g Mean normal strain at a film
nonuniformity at a film

R Inlet radius of a conduit & Mean normal stress at a film

normal stress acting on the film in the 7’ direction is negligibly small because the deformed shape is
smooth and symmetric to the center plane (dw /97 = 0).

The relationship between the pressure P and strain & can be derived by substituting Eq. (2) and
Hooke’s law for plane stress [36], g.g = E(g9.9 + vege)/(1 — v?), into Eq. (1).

.f’—%féﬁdx’_ E 89+VS(A+SV)+U89 EK
h 12 L —v2)

where K denotes (€9 + vey)y—qSinBy—q — (89 + V€y)y=r—aSINPBy—r 4. The reported values of the
Poisson’s ratio (v = 0.5) and Young’s modulus (E = 39 £ 15kPa) for the PDMS are utilized in
this study [24,37]. To investigate the governing parameters that determine the stenotic deformation,
we rearrange Eq. (3) and nondimensionalize geometrical indexes, 7y 4 and L, using diameter of the
conduit (D).

(p(_[l‘.fldﬁdx’)D_ 1 50+V8(7)+8(2}+V{;‘9 K
L*(1 —v?)’

3)

o Iy

- “4)

K
Ty

Eh 12 r
where dimensionless variable / is expressed by I* (see Table I). A nondimensional number on
the left-hand side (P — % S 3 Pdx")D/Eh, represents the ratio of the force produced by pressure
acting on a PDMS film to tensile stiffness of the film. Equation (4) indicates that the geometrical
indexes on the right-hand sides (7 ;, €¢,¢) are determined by (P — % S é Pdx')D/Eh, if the equation
has a unique solution according to (P — 1 [ Pdx')D/Eh. The P — 1 f{ Pdx’ distribution on the
whole film can be normalized with a factor APgm (=(/L) fé |P—(1/L) f(L) Pdx’'|dx"), which
represents the magnitude of pressure nonuniformity. The normalized pressure distribution exhibits
a self-similar profile along the film, regardless of the flow rate as shown in Appendix B.

The variations of mean strain (£) in pulsating cycles for all cases converges with respect
to Af’mmD/(Eh) as expected in the above analysis [Fig. 3(a)]. The mean stress (&) acting on
each film can be approximately estimated to be 0 ~ 11kPa when we apply the value of £ to
the above-mentioned Hooke’s law with an assumption of €, &~ 4. The estimated & values are
comparable with the previous results obtained through fluid-structure interaction analysis using
numerical simulation, although the maximum stress in the previous results was increased to the
order of 10>kPa at a specific location [17,38]. Spatial distribution of stress and the maximum
stress value are required to correlate them with stenosis rupture. However, the spatial distribution of
stress is hard to be obtained for the present stenosis models. Distinguishable marks or special tracer
particles need to be embedded in the fibrous cap-mimicking films to measure the local strain and
stress distribution [39,40]. In the present study, we only used the mean stress values, which can be
evaluated from length variation of the film, to focus on the effects of flow condition and fibrous cap
thickness on stress.
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FIG. 3. Normal strain, stress, and deflection of the PDMS films. (a) Hysteresis loops of mean normal strain
(8) of the PDMS films at the center plane according to AP;,D/(Eh), where AP;,, indicates the pressure
nonuniformity factor. The nonuniformity of pressure acting on each film results from pressure gradient, as
illustrated in Fig. 2(d). The right axis represents corresponding mean stresses over Young’s modulus (& /E).
(b) Variations of the nondimensionalized deflection (/D) according to APg,D/(Eh). The results for five
different cases at acceleration phase in the range of 0.02 < ¢/7T < 0.38 are only represented.

The value of & and 6 /E increase and decrease according to APymD/(Eh) in the acceleration
and deceleration phases, respectively, as shown in Fig. 3(a). However, the corresponding values
for the acceleration and deceleration phases do not converge and exhibit hysteresis behavior. The
hysteresis can result from the inertia effect of the film and inequality of the internal pressure in
a lipid pool (P) which is not considered in Eq. (3). The inertial force of the film is evaluated
by calculating the acceleration of film deflection (w) in the y" direction (see Appendix C). The
maximum inertial force is obtained near the maximum flow rate phase (/7 = 0.038), where the
relationship between the mean strain £ and APaumD/(Eh) starts to deviate from the converged trend.
However, the inertial force on the film per volume (pgsmé>w/8t> = A1) is much smaller than the
pressure load (P — 1 J 6 Pdx")/(h = A2) in Eq. (3) (A1/A2 < 1072). This relatively small inertial
force of the film compared to the pressure load is attributed to a small ratio of the inertial forces of
the film to the flow [(paimd2w /8t2)/(p82U, /81> <10~ ?)]. This condition implies that the hysteresis in
the strain loop is mainly affected by the inequality of P; in the lipid pool. The inequality of P, comes
from flow inside the lipid pool, which is induced by the film movement. Although flow analysis is
not conducted inside of the lipid pool in the present study, we can expect the inequality of P; has the
maximum value near /T = 0.038 when the inertial force of the film is maximized. The variation
of normalized mean deflection (w/D) at acceleration phase (0.02 < #/T < 0.38) for all cases also
converges according to AP, D/(Eh) as shown in Fig. 3(b). The converged outcomes result from
the geometrical similarity according to APg,D/(Eh), as expected by Eq. (4). Converged results
in Fig. 3 indicate that APg,,D/(Eh) can be applied to estimate the stress acting on the fibrous cap
and deflection. However, the value of Py, which can be calculated from pressure distribution, is
difficult to obtain from patients in the hospital.

Red squares in Fig. 4(a) represent the relationship between APg, and the dynamic pressure
of the flow (,0(7;,2 /2) in the acceleration phase (0.02 < /T < 0.38). The value of (7;, indicates
mean velocity for inlet flow in each phase. The relationship shows that the value of AP, linearly
increases with ,017,,2 /2. To estimate the main reason for the linear relationship, we compare

the relative contributions of each budget terms in the following unsteady Reynolds-averaged
Navier-Stokes (RANS) equation for the APy, [41].

0P _ 0,0 (i AL (uju") 5)
= —p— — p— & ikl Wy —p—Wu;").
ax, . Car Do\ T2 ) T Oee T e T P i
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FIG. 4. Relationship between the pressure nonuniformity and flow velocity. (a) Contribution of each budget
term in the unsteady RANS equation [Eq. (5)] for pressure nonuniformity factor (APgy,,) according to the
dynamic pressure of the flow (,017,,2 /2) at acceleration phase (0.02 < #/T < 0.38). Real values of APy (red
square) are calculated by considering all budget terms in Eq. (5). A linear regression line for the result of
Budget 2 is represented as a blue dashed line. (b) Relationship between APy, D/(Eh) and ,ova,,zD /(2Eh).

Each contribution can be compared by calculating APy, from each static pressure field when

one of the right-hand side terms is only considered for calculating 3P /dx;. Budget 2[,0%( @)]
represents the gradient of kinetic energy per volume. Its contribution is higher than those of other
terms as shown in Fig. 4(a). The dominance of Budget 2 allows the use of the Bernoulli equation

[41]. Hence, AP, is linearly proportional to ,017;,2 /2 in the acceleration phase. Figure 4(b) shows

variations of Apﬁ]mD/ (Eh) according to ,ol7b2D/ (2Eh) for all cases are converged. The value
of D/(Eh) should be multiplied for the two indexes in Fig. 4(a) to consider the effect of shape

change according to the Af‘mmD/ (Eh). The linear relationship between AP and ,0[71,2 /2 cannot
be applied to the deceleration phase because the flow separation in the front side of the stenosis
changes the streamlines (see Appendix D).

Based on the linear relationship between AP, and p@z /2, the phase-averaged pressure (P) in
Eq. (4) was nondimensionalized using ,0[7;,2 /2 as follows:

~2 *
Uy D[ ~ 1 v, 1 + + K
Pt (P* — | pPrax ) S (59 L we) + ©6)

2Eh L ), -2\ 7 r 1—2)

The nondimensional number, p(j;,zD/ (2Eh), on the left-hand side represents the ratio of the flow
induced inertial force on the film to tensile stiffness of the film. The number has a similar form with
the Cauchy number {(pU2?D?/(Eh®)} which characterizes the elastic bending of a plate by flow
induced inertial forces [42,43]. The Cauchy number utilizes bending stiffness (~E @3) instead of
tensile stiffness (~Eh). The nondimensionalized pressure distribution (P* — Ll S 6 P*dx™) on the
film is determined by ,0[7,,2D/ (2Eh) due to the self-similarity of pressure profiles along the film
(Appendix B) and the linear relationship between APy, and ,0(7;)2 /2. Equation (6) indicates that
the geometrical indexes on the right-hand sides (ry 4, €,4) is determined by the pszD/ (2Eh), if

the equation has a unique solution according to pﬁsz /(2Eh).

The variations of &€ and 6/E according to pﬁsz/(ZEh) converge at acceleration phase
(0.02 <t/T <£0.38) as shown in Fig. 5(a), because of the results in Fig. 3(a) and converged

relationship between APg,D/(Eh) and pl7sz/ (2Eh) in Fig. 4(b). These results denote that the
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FIG. 5. (a) Variations of the mean normal strain (£) and the mean normal stress over Young’s modulus
(6 /E) according to ,5vl],,2D/ (2Eh). The results for five different cases at acceleration phase in the range of
0.02 < /T < 0.38 are compared. (b) Variations of the nondimensionalized deflection (/D) according to
;lebQD/ (2Eh) for five different cases at acceleration phase (0.02 < /T < 0.38) .

stress acting on fibrous caps can be roughly anticipated by measuring the flow rate and fibrous cap

thickness. The variations of deflection (w/D) are also converged according to ,0(7;,2D/ (2Eh), as
shown in Fig. 5(b).

The above results are obtained for the present stenosis models of which the conduit diameters
(D) are 10 mm. To examine the results for various vessel sizes, the term p[jsz /(2Eh) in Eq. (6) can
be expressed as pv>Re?/(2EhD) by using the characteristic Reynolds number (Re’ = U,D/v). This
result indicates that the values of € and & are inversely proportional to the geometrical size of the
vessel (~1/D) in consideration of dynamic similarity and the roughly linear relationship illustrated
in Fig. 5. We can anticipate larger stress (&) in carotid and coronary arteries comparing to & in the
present model because the diameter of the arteries are usually smaller than 10 mm [44,45].

C. Diagnosis index related with jet-flow angle

In this section, we discuss the effects of stenotic deformation on the flow around the stenosis.
When the conduit area decreases in the region in front of the stenosis, a high-speed jet flow is
formed at the throat of the stenosis (x/D = 0) as shown in a flow visualization result [Fig. 1(d)]. The
velocity profile of the jet flow is commonly utilized to diagnose the severity of stenosis or to check
the malfunction of aortic valve [46]. The jet flow influences the wall shear stress distribution in the
downstream of the stenosis and the pressure drop across the stenosis [47—49]. The phase-averaged
wall-normal velocity V/Uy) profiles in the region near the throat of the stenosis (x/D = 0) were
compared in Figs. 6(a) and 6(b). At the slow flow phase (t/T = 0.2), the V /U,, magnitude for the
three different deformable stenosis models are similar to the value for the flat-rigid stenosis model
because the upstream shape of the stenosis are similar. However, the wall-normal velocities of the
models become discernible at high-speed flow phase (¢/T = 0.38) as illustrated in Fig. 6(b). The
deformable stenosis models with thin films have low V /U,, values because the high deflection (@) of
the film decreases the geometrical slope in the region near the stenosis throat (—0.3 < x/D < —0.2)
as shown in Fig. 2(c). The low V /U, of thin films induces a jet flow with small angle (&). @ indicates
the mean angle of the velocity vector near the stenosis throat as represented in Fig. 6(c). The angle
of velocity vectors from bottom surface to center of the conduit are averaged at a specific x position
to calculate @.

Figure 6(c) shows the variations of jet-flow angle at the throat (x/D = 0) according to #/T.
The jet-flow angle of each model is temporally decreased near /T = 0.1 in common due to large
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FIG. 6. Variations of phase-averaged wall-normal velocity profile (V) normalized by the time-averaged
bulk velocity (U,,) in the region near the throat of the stenosis (—0.2 < x/D < 0) at (a) /T = 0.2 and (b)
t/T = 0.38 for Q2 flow condition. (c) Variations of the mean jet-flow angles (&) at the throat of the stenosis
(x/D = 0) for Q2 flow condition. (d) Mean slope —da/dt values in the region of 0.28 < 7/T < 0.38 in
Fig. 6(c) is calculated for each stenosis model. Variations of the index —d& /dt according to A(pfjsz) /(2Eh)
[:(,oﬁ;,zD)/(ZEh),/T:O‘g,8 - (plZ,ZD)/(ZEh),/T:Mg]. The open squares in the gray zone denote the data
obtained from rigid stenosis models. Error bars in (c) and (d) denote the standard deviation of the data acquired
at a neighbored x position (Ax/D = 0.02). Dashed lines are guides to the eye. Note: Data for x/D = 0.1
and x/D = 0 are moved in parallel along the x axis with increments of 1.0 and 2.0, respectively, to avoid
overlapping.

recirculation region developed in the previous cycle as represented in previous results [50]. In the
deceleration phase near /T = 0.7, the opposite phenomena occur in all models. This phenomenon
might be affected by the adverse pressure gradient formed in the downstream flow [51]. We
focused on the jet-angle variations at high-speed flow phases, in which the effect of initial flow
condition and deceleration is minimized. For the two different rigid models, the jet-flow angle (&)
is sustained in the region (0.28 < ¢/T < 0.38), although the magnitudes of the two models are
distinctive due to different stenotic shapes. However, the jet-flow angle decreases gradually in the
region of the deformable models. Especially, the angle is sharply decreased when the film thickness
decreases. The large variation of jet angle in the models with thin films is attributed to the large
variation of the upstream stenosis shape. The mean variation of jet-flow angle (—d&/dt) in the
region is calculated for each model, and the results are compared in Fig. 6(d). The value increases
when the film thickness decreases and the flow rate increases, regardless of the measurement
location (—0.2 < x/D < 0). The values for the rigid stenosis models (open squares) are smaller
than those for the deformable stenosis models. When the —d&/dt values are plotted according

to A(p0,’D)/(ER) [= (pUy" D)/ QEN), )03 — (pUy’ D)/ (2Eh), sr_q 55, positive relationships
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between the two parameters are obtained. The increased A(pﬁbZD) /(2Eh) induces large variation
in deflection (w) as shown in Fig. 5(b). The large deflection ultimately results in high values of

—da /dt. The positive relationship between —da /dt and A(pﬁsz) /(2Eh) is evident at the location
of x/D = —2 compared with x/D = 0 because the effect of film deflection on V /U,, decreases when
the flow goes downstream as represented in Fig. 6(b). These results indicate that the variation of
jet-flow angle can be utilized to distinguish a deformable stenosis from a rigid one and to estimate
normal stress acting on fibrous cap. The jet-flow angle (&) and the phase-averaged bulk velocity
(Up) can be measured by any noninvasive flow measurement techniques, including spectral Doppler
ultrasound [52], ultrasound speckle image velocimetry [53], phase-contrast magnetic resonance
imaging [54], and vector flow-imaging technique [55].

We tested three deformable stenosis models having flexible film on the upstream side. Clinical
studies already reported that the rupture usually occurs in the upstream side of stenosis [56,57].
Kume et al. [6] clinically observed the deformation of a patient’s stenosis which has a similar shape
with our stenosis models. Although various stenosis shapes need to be considered to suggest a
universal index, the present models with flexible films in the upstream side can be considered as a
representative model of rupturable stenoses.

In our previous study, a deformable stenosis model having flexible films on the both upstream and
downstream side is tested [58]. Jet-angle variation induced by stenosis deformation, representative
jet characteristics observed in the present models, was also observed in the previous model, although
the study was conducted in steady flow condition.

However, the deformation and resultant jet-velocity profiles need to be examined for various
shaped models and the proposed diagnosis index should be checked by clinical data to validate its
universality in the future.

IV. CONCLUDING REMARKS

In this study, A(pfffD)/ (2Eh) is found to be a determinant index for assessing the mean
deflection (w) of the fibrous caps (PDMS films) and the mean normal stress (&) acting on the caps.
In addition, we found another index —d& /dt which can be effectively used to detect a deformable
stenosis and anticipate mechanical stress acting on the fibrous caps. The usefulness of the two

proposed indexes, A(p(Z,zD)/ (2Eh) and —fi—‘;’, must be validated in complicated geometries and

various flow conditions to be applied for patients in clinical practice.
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APPENDIX A: CONFIGURATION OF A DEFORMABLE STENOSIS MODEL

The deformable stenosis models have eccentric configuration, which can be expressed by the
following equation:

@zl_ﬁ[lﬂos(ﬁ)], 0<x/D< I, (Al)
D 200 D

‘w_y_ 40 0<x/D<1, (A2)
D 2D

where d is the circular conduit diameter of the stenosis, ¢ represents the y-directional position of the
circular center, and D is the vessel diameter (D = 10 mm). The stenotic geometry expressed with
the above expression is similar to that of previous studies [59,60]. The cross section of the conduit
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FIG. 7. Variations of the normalized pressure [(P— % J (L] Pdx") / APyl acting on the upstream side of the
stenosis (—0.9x/D < —0.2) according to x position. The results obtained from a flat-rigid stenosis model at five
different phases are represented for comparison. The range of x position (—0.9 < x/D < —0.2) corresponds
to the location of PDMS films in the deformable stenosis models tested in this study.

in front of the stenosis throat (—1 < x/D < 0) has a shape of circular arc that passes through the
following three points.
The location of the first point is as follows:

(x,y.2)=(x,D,0), —-1<x/D<O0 (A3)
The locations of the other points are as follows:
( )= 45D - X7 7z (Ad)
x,v,2)=|x, 200 cos\| | -2 ).
where

Z=+2(x+1)D, —-1<x/D<-0.9, (AS)
Z = £0.2D, —-0.9 <x/D < -0.2, (A6)
7 = Fx, —-02<x/D 0. (AT)

APPENDIX B: SELF-SIMILARITY OF THE MEASURED PRESSURE PROFILES

The phase-averaged pressure distribution is subtracted by the mean pressure value along the
film (3 /§ Pdx’) and normalized by the pressure nonuniformity factor, APy (see Fig. 7). The
normalized pressure distributions at five different phases are converged, except at the phase of small
flow rate (r/T = 0.06). The converged pressure distribution is related with the self-similar velocity
profile near the stenosis, except at /T = 0.06.

APPENDIX C: EFFECTS OF INERTIAL FORCE

The inertial force per volume of each PDMS film is approximately estimated by calculating the
acceleration of deflection in the y’ direction, as shown in Fig. 2(c) (see Fig. 8). Positive and negative
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FIG. 8. Variations of inertial force per volume (o, 62w /8¢2) of the PDMS films according to ¢/T. Error
bars denote the standard deviation of the data obtained from neighbored 7 /T with an interval of At/T = 0.1.

values of the inertial force represent the acceleration and deceleration of the film movement in the
Y direction, respectively. The magnitude of the inertial force has the maximum value near the phase
of maximum flow rate (¢ /T = 0.038).

APPENDIX D: VARIATIONS OF PRESSURE NONUNIFORMITY FACTOR ACCORDING
TO THE SQUARE OF PHASE-AVERAGED BULK VELOCITY AT DECELERATION PHASE

Linear relationship between APy, and ,ofsz /2 established at the acceleration phase (0.02 <
t/T < 0.38) is not observed in the deceleration phase (0.40 < ¢/T < 1.00), as marked by red
squares in Fig. 9(a). The recirculating flow in Fig. 9(b) is induced by adverse pressure gradient
at the upstream side of the stenosis in the deceleration phase [61].
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FIG. 9. (a) Contribution of each budget term in the unsteady RANS equation [Eq. (5)] for pressure
nonuniformity factor (APgy,) according to the dynamic pressure of the flow (pﬁbz /2) at deceleration phase
(0.40 < t/T < 1.00). (b) Contours of the phase-averaged axial velocity normalized by the time-averaged bulk
velocity It /U,,) around the flat-rigid stenosis model at /7 = 0.40, 0.54, and 0.68 under Q2 flow condition.
Recirculating flow is formed in the upstream side of the stenosis as marked by red arrows.
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