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Reynolds-averaged Navier-Stokes (RANS) models are the primary numerical recourse
to investigate complex engineering turbulent flows in industrial applications. However,
to establish RANS models as reliable design tools, it is essential to provide estimates
for the uncertainty in their predictions. In the recent past, an uncertainty estimation
framework relying on eigenvalue and eigenvector perturbations to the modeled Reynolds
stress tensor has been widely applied with satisfactory results. However, the methodology
for the eigenvector perturbations is not well established. Evaluations using only eigenvalue
perturbations do not provide comprehensive estimates of model form uncertainty, espe-
cially in flows with streamline curvature, recirculation, or flow separation. In this article,
we outline a methodology for the eigenvector perturbations using a predictor-corrector
approach, which uses the incipient eigenvalue perturbations along with the Reynolds
stress transport equations to determine the eigenvector perturbations. This approach was
applied to benchmark cases of complex turbulent flows. The uncertainty intervals estimated
using the proposed framework exhibited substantial improvement over eigenvalue-only
perturbations and are able to account for a significant proportion of the discrepancy
between RANS predictions and high-fidelity data.

DOI: 10.1103/PhysRevFluids.4.044603

I. INTRODUCTION AND OVERVIEW

Turbulent flows play an important role in a wide number of engineering design problems. Due to
the dissimilar nature of such flows, the predictive methods used to study them must be robust and
applicable for a range of flows, yet possess a high degree of accuracy. As the processes of design
involves repeated iterations, the predictive methods must also be computationally economical.
Accordingly, even with the increasing developments in computational hardware and the use of
new techniques that enable significant progress on high-fidelity simulations of turbulent flows
using direct numerical simulations or large eddy simulations, Reynolds-averaged Navier-Stokes
(RANS) models are still the predominant recourse employed to investigate turbulence problems in
the industry.

In spite of their widespread use, RANS models have many deficiencies. The assumptions and
simplifications made during the formulation of such RANS closures can limit their ability to account
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for fundamental turbulence processes and specific flow phenomena. Such simplifications include
the use of the eddy viscosity hypothesis to relate Reynolds stresses to the mean rate of strain; the
use of the gradient-diffusion hypothesis to model turbulent transport, the use of an approximate
evolution equation for the dissipation process. Additionally, RANS models as single-point closures
have inherent limitations in representing nonlocal physics [1], such as due to the pressure-strain
correlation. While relatively accurate in simpler flows, these assumptions can be a major source of
discrepancy in complex turbulent flows. For instance, in turbulent flows with significant effects of
mean rotation, such as swirl or strong streamline curvature, the fidelity of linear eddy-viscosity-
based closures is often unsatisfactory [2]. In a congruous vein, the performance of two-equation
models is found to be erroneous for cases with noninertial frames of reference [3]. In turbulent
flows with flow separation and reattachment, eddy-viscosity-based models have had limited success
[4,5]. In turbulent flows through noncircular channels, isotropic eddy-viscosity-based models are
not able to reproduce the secondary flows that develop near the corners of the domain [6]. In this
light, to aid in the establishment of RANS simulations as reliable tools for the engineering design
process, there is need for quantifying the uncertainty in model predictions.

There have been many approaches developed to estimate the uncertainties in RANS model
predictions. For instance, one of the recourses utilizes data driven approaches, with machine-
learning algorithms to estimate RANS uncertainties. Singh and Duraisamy [7] and Parish and
Duraisamy [8] utilize such a methodology where full-field datasets are used to calibrate functional
forms of model discrepancies and develop model corrections. Ling and Templeton [9] use a
data-driven approach with different machine-learning tools to identify flow zones with high degrees
of model form uncertainty.

In contrast to such data driven approaches, a methodology developed by Iaccarino and coworkers
[10,11] presents a purely physics-based approach to estimate the model-form uncertainties. This
framework approximates uncertainties using perturbations to the modeled Reynolds stress eigen-
values, eigenvectors and the turbulent kinetic energy. This formulation has been applied to a wide
range of engineering problems with significant success [12—15]. At the interface of these paradigms,
investigators have used this physics-based approach guided by data driven techniques to ascertain
uncertainty. For instance, Xiao et al. [16] and Wu et al. [17] have used a data-driven framework
to determine the requisite perturbations to the Reynolds stress eigenvalues and eigenvectors for
different flows to ascertain model form uncertainties. Xiao et al. [18] proposed using Euler angles for
parametrizing perturbations on Reynolds stress eigenvectors. Wu et al. [19], however, used another
parametrization scheme for perturbations of the eigenvectors based on unit quaternion. Wu et al.
[20] showed that the unit-quaternion-based parametrization of the eigenvector rotation is superior
to the Euler-angle-based approach in the context of machine-learning-assisted RANS modeling and
UQ. Wang et al. [21] compared random matrix-based approaches to physics-based approaches for
introducing such perturbations.

The perturbation approach to estimating the structural uncertainty in RANS models uses
sequential perturbations to the Reynolds stress eigenvalues, eigenvectors and the turbulent kinetic
energy. The methodology of perturbing the Reynolds stress eigenvalues is well accepted and
involves sampling from the extremal states of the Reynolds stress componentiality. This ensures
that the perturbations account for as much of the discrepancy in the Reynolds stress eigenvalues,
while still remaining realizable. The methodology for eigenvector perturbations is, however, not
universally accepted. Wang et al. [21] first attempted to perturb the Reynolds stress eigenvectors
by using Euler angles to fully explore uncertainty space in RANS simulations. Wang et al.
[22] then attempted to learn the functional form of discrepancies in Euler angles based on
machine-learning techniques. However, such approaches, that use machine-learning algorithms
to supplant the physics-based framework, may be limited by the availability of adequately large
and pertinent high-fidelity data sets to learn from. Alternatively, Iaccarino et al. [11] developed
a purely physics-based eigenvector perturbation methodology that attempts to estimate the RANS
model-form uncertainty using modulation of the turbulence production process. This methodology
explores the extremal alignments of the Reynolds stress eigenvectors with the mean rate of strain
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eigen-directions. However, due to its inherent use of only the extremal alignments, such an approach
may lead to conservative estimates for the turbulence model uncertainty bounds, wherein the bounds
over-predict the magnitude of the RANS discrepancy. In this vein, an alternate methodology for
estimating the eigenvector perturbations may be beneficial for uncertainty estimation. Ideally, the
methodology should ascertain the extent of eigenvector perturbations by constraining them. This
would ensure that the uncertainty estimates are not needlessly large. Furthermore, it is generally
accepted that the RANS model uncertainty is not uniform in space. Consequently, the perturbations
that seek to account for this uncertainty should be varying in space as well.

The need for such a methodology is underscored by the importance of eigenvector perturbations
in uncertainty quantification. The perturbations to the eigenvectors are critically important as the
misalignment between the mean rate of strain and the Reynolds stresses is a major source of dis-
crepancy for RANS models, especially in flows with significant streamline curvature, recirculation,
flow separation, reattachment, etc. This includes turbulent flows over curved surfaces, behind bluff
bodies, in jet efflux, etc.

In this article, we propose such an alternate methodology for the eigenvector perturbations using
a predictor-corrector approach, that uses eigenvalue perturbations along with the Reynolds stress
transport equations to determine the eigenvector perturbations. This is applied to benchmark cases of
complex turbulent flow and the results are compared with eigenvalue-only perturbations to quantify
the improvements in uncertainty estimates.

II. MATHEMATICAL FRAMEWORK AND DETAILS

The overarching objective of this investigation is to generate interval estimates for different
quantities of interest in turbulence simulations. These interval estimates should account for the
structural uncertainty in turbulence models. To this end, we utilize a physics-based approach and
stochastic descriptions of the uncertainties is not used.

A. Eigenvector perturbations: Methodology

Utilizing the eigendecomposition (spectral decomposition), the Reynolds stress tensor, R =
{u;u;), can be expressed as

R = 2k(11+ QAQ"), 1)
where I is the identity tensor, Q is the orthonormal matrix of the unit eigenvectors of b, the Reynolds
stress anisotropy tensor (b = % - %, where § represents the Kronecker § tensor), and A is the

diagonal matrix of the eigenvalues of b. Here, the symmetry of R allows the transpose to be adopted
rather than the inverse. The limitations of classical turbulence models can be re-expressed using this
decomposition. For instance, one of the key ramifications of the eddy-viscosity hypothesis is that
it obligates the modeled Reynolds stress to share its eigen-directions with the mean rate of strain
tensor. Consequently, the eigenvectors of the modeled Reynolds stresses are coincident with those of
the mean rate of strain. While this is true in simple shear flows, it is of limited accuracy in complex
engineering flows [2,3]. Similarly, assumptions made in the gradient-diffusion hypothesis lead to
imperfect representation of the amplitude of the Reynolds stress ellipsoid [11] and the form of
the eddy-viscosity hypothesis leads to unsatisfactory expression for the Reynolds stress anisotropy
eigenvalues [10].

To account for the errors due to such closure assumptions, this spectral representation of the
Reynolds stress tensor is perturbed. These perturbations are injected directly into the modeled
Reynolds stress during the CFD solution iterations. This perturbed form of the Reynolds stress
R* is expressed as
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where * represents the perturbed quantities. The perturbations to the eigenvalues, A, correspond to
varying the componentiality of the flow (or the shape of the Reynolds stress ellipsoid). Similarly, the
perturbations to the eigenvectors vary the orientation of the Reynolds stress ellipsoid with respect to
the eigen-directions of the mean rate of strain. Additionally, by changing this relative alignment, the
eigenvector perturbations modulate the turbulence production process, further underscoring their
importance.

The eigenvector perturbation methodology outlined in this investigation is agnostic to the specific
method used to perturb Reynolds stress eigenvalues. This procedure consists of a sequential two—
stage approach in which, after the perturbation of the eigenvalues is injected, the corresponding
perturbation of the eigenvectors is introduced.

To determine the eigenvector perturbations, we utilize the mean momentum equations to obtain
intermediate values of the mean velocity field. This is used in the Reynolds Stress Transport
equations to deduce the corresponding values of the eigenvector perturbations. These eigenvector
perturbations, along with the initial eigenvalue perturbations, are used to re-constitute the perturbed
Reynolds stress tensor. Thence, this final form of the Reynolds stresses are used to update the mean
velocity field using the mean momentum equations. Eddy-viscosity-based closures do not enforce
an explicit relationship between the eigenvalues and eigenvectors of the modeled Reynolds stress
tensor. However, the Reynolds Stress Transport equations explicitly solve transport equations for
the components of the Reynolds stress. Thus, they lead to a natural correspondence between any
changes to the eigenvalues of the modeled Reynolds stress with the corresponding changes to the
eigenvectors. The explicit form of the Reynolds Stress Transport equation is

DR - )
where g represents the mean substantial derivative and the tensor I' accounts for the sum of all

tensors that need to be modeled, explicitly,
=V .C+1II—cg¢, 4)

where € is the triple correlation of the velocity fluctuations, IT is the velocity-pressure-gradient
tensor, and € is the dissipation tensor. To apply the eigenvector perturbation procedure, we compute
the corresponding evolution for the Reynolds stress anisotropy tensor. The transport equation for b
is given by
Db 9v.b—b-VTv4 2b:S V4T (5)
Dt 3
whereI' =T — %trl" + %S. We represent the Reynolds stress anisotropy and the mean velocity from
the unperturbed RANS simulations via b, and v. The mean momentum equation is given by
Dv , 1
— =vV°v— —VP - VR (6)
Dt P

Our procedure can be summarized using the sequential steps:

(1) Use a standard procedure that perturbs the eigenvalues of b to obtain a range of variability of
the Reynolds Stress anisotropy tensor, Abey,. Obtain the intermediate Reynolds stress anisotropy
as by = b, + Abeyar.

(2) Compute I' = % +Vv-b,+b, - V'v — vV?b, from Eq. (5) using the modeled Reynolds
stress field, Ryod.-

(3) Update the mean velocity field by solving the momentum equation using the intermediate
Reynolds stress tensor, Riy.

(4) Use the Reynolds Stress Transport equation with I" to find a new perturbed Reynolds stress
tensor, b;.

(5) Extract the corresponding eigenvector perturbation, Abeyec, With respect to b,.
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FIG. 1. Schematic outline of the eigenvalue perturbations on the barycentric triangle, starting from an
arbitrary state.

(6) Find the new Reynolds stress tensor, b* = b, + Abeya + Abeyec-
(7) Solve the mean momentum equation with b* to recompute the final mean velocity field.

B. Eigenvalue perturbations

In this section, we outline the eigenvalue perturbation methodology used in conjunction with the
eigenvector perturbations. For simplicity, we will use the spatially uniform eigenvalue perturbation
method described in Emory er al. [10]. Given the eigenvalues of a baseline eddy-viscosity model
(A®D), the perturbed eigenvalues A* are obtained by perturbing an amount Ap toward the limiting
states of Reynolds stress componentiality. Mathematically, this reads

A= A 4+ Ap(A©@) — APy ¢ =1,2,3. (7)

Here, A@ is the selected limiting state, i.e., one, two, or three-component turbulence. These are
a priori known states, given by AU := diag(2/3, —1/3, —1/3), A®9 := diag(1/6, 1/6, —1/3)
and A9 := diag(0, 0, 0), the latter corresponding to isotropic turbulence. The perturbation magni-
tude is a user-specified amount Ag € [0, 1]. This eigenvalue perturbation is schematically outlined
in Fig. 1 using the barycentric map developed by Banerjee et al. [23]. Using barycentric coordinates
ensures that the final perturbed state of the Reynolds stresses remains insode the barycentric
triangle and thus, is realizable. The perturbations are aligned towards the vertices of the barycentric
triangle (or the limiting states of turbulence), as shown in Fig. 1. The magnitude of the eigenvalue
perturbation in the barycentric triangle is represented by Apg € [0, 1], schematically illustrated in
Fig. 1(b). The perturbed barycentric coordinates x* are given by x* = x + Ap(x* — x), where x*
denotes the target vertex (representing one of the one-, two-, or three-component limiting states)
and x is the unperturbed model prediction. Thus, A = 0 would leave the state unperturbed and
Ap =1 would perturb any arbitrary state out to the vertices of the barycentric triangle. In Fig. 1,
this eigenvalue perturbation methodology is illustrated, starting from an arbitrary Reynolds stress
componentiality. For this illustration, the direction of the perturbation x* is chosen toward x;c and
the magnitude of perturbation Ag is chosen as 0.5. The initial x and perturbed x* states are exhibited
in the figure, along with the transition between the unperturbed to the perturbed state.

Thus, in this approach, the eigenvalue perturbations are carried out using the Barycentric map and
the eigenvector perturbations, using guidance from the Reynolds stress transport equations. While
perturbations to the turbulent kinetic energy may also be incorporated, no direct perturbations to the
turbulent kinetic energy are incorporated in the results, along the lines of prior researchers [10,11].

III. ERRORS ASSOCIATED WITH BOUSSINESQ AND NONLINEAR
EDDY-VISCOSITY MODELS
In this section, we introduce a quantitative measure based on tensorial decomposition to estimate
the magnitude of the discrepancy between the eigen-directions of the Reynolds stress tensor based
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FIG. 2. Flow geometry and profile markers for the convex channel of Arolla and Durbin [24].

on the eddy-viscosity hypothesis as opposed to those from high-fidelity simulations. This is applied
to specific cases of turbulent flow over curved surfaces to establish the importance of this eigenvector
uncertainty due to RANS models. Turbulent flows over curved surfaces are subjected to streamwise
pressure gradients along with additional mean straining. Such curvature can potentially alter flow
stability due to the impingement or divergence of the inviscid core [25,26]. In such cases, the
turbulent flow also becomes complicated due to the manifestation of small scale structures [27].
Linear eddy-viscosity-based models often provide unsatisfactory predictions for such cases and
numerous prior investigators have resorted to explicit corrections to capture some of the curvature
effects [28—30]. Our test problem is a case of turbulent flow through a convex channel studied in
Arolla and Durbin [24]. The computational domain and locations of profiles (where data is available)
for the LES study are outlined in Fig. 2. The momentum thickness Reynolds number at the beginning
of the curve section is Ry = 1520. In the simulation, the straight inlet section is of dimension 144,
where Jg is the 99% boundary layer thickness. The square cross section has dimension 3§y. The
upper wall is a slip wall, the lower wall is a no-slip wall and the side walls are periodic. In Fig. 2,
the circular section, with R, = 1 is delineated using dotted lines. Different sections along this are
differentiated using their angle with the beginning of the curved section, as shown in the figure. As
an evaluation step, we compute the extent to which the Boussinesq approximation is able to capture
the Reynolds stresses computed from the high-fidelity simulations. To this end, we employed the
method developed by Thompson et al. [31], i.e., to project the Reynolds stress tensor onto the
direction of the rate of strain tensor. We have also projected the Reynolds stress tensor onto an
extended basis of mean kinematic quantities. Thompson [32] proposed an index to capture the
importance of a tensor (in this case Rpoq) With respect to a second one (in this case Rygyp) where the
first is an additive part of the second. This scalar index, ¢, is given by

2 R,
¢ —1_ —COS_l || mod|| ’ (8)
7 [|IRur||

044603-6



EIGENVECTOR PERTURBATION METHODOLOGY FOR ...

025 0.5 0.75
PEETTLLLLLELLLL

O e—

0 1 \ 0 1

0.25
PERETLLLLLELLLL

(d)

¢

0.25
[ARRRRNRNNRRANN}

0 1

FIG. 3. Indices of performance, ¢, associated with the tensor bases considered.

where Ry is the Reynolds stress tensor that is obtained from a high-fidelity simulation, Rpyeq is the
modeled Reynolds stress tensor, and the symbol ||.|| represents the norm, defined as

m n
2
2.2 d

i=1 j=1

Al =

where g;; is an element of A. The construction is such that Rgr = Rpmeq + E, where E can be seen
as a measure of the error associated with the model. This index lies in [0,1], with the limiting cases
of ¢ = 0 when the modeled Reynolds stress tensor is uncorrelated with the high-fidelity data, and
¢ = 1, when these are proportional.

This tensorial decomposition and projection enables us to estimate the extent to which the
Reynolds stress tensor is coaxial (or shares the same eigen-vectors) with the mean rate of strain.
The four cases of the constitutive relation for the Reynolds stress anisotropy, B, that are being
evaluated here can be expressed as: Case (a): B = aS; Case (b): B = ool + ;S + @, 8?; Case (c):
B = ool + oS + ,P; and Case d: B = aoI + ;S + a»S? + a3P. Case (a) represents the classical
linear eddy viscosity hypothesis and the latter represent nonlinear eddy-viscosity expressions with
an appended tensor basis. These nonlinear eddy-viscosity models are linear combinations of I, S,
and S? (where S is the mean rate of strain tensor) and the nonpersistence-of-straining tensor, P
(which represents the local ability of the flow to avoid being persistently stretched [32]). To obtain
the efficiency of variants of the eddy-viscosity hypothesis (B = v7S), we decompose B as [33]

B = oS! + gS*, ©)

044603-7



RONEY L. THOMPSON et al.

where S! is the component of B that is in-phase with S (sharing the eigen-directions) and thus
can be expressed using the linear eddy-viscosity relation. S* represents the component of B that is
orthogonal to S.

Figure 3 shows the performance of the linear eddy viscosity hypothesis, and, the nonlinear eddy-
viscosity expressions. From Fig. 3(a) we can see that the projection of the RST from the LES data
onto the rate-of-strain tensor, is not high with a mean value below 0.5 for the domain. Consequently,
the eigen-directions of the high-fidelity predictions of the Reynolds stress anisotropy and the mean
rate of strain are not commensurate to a notable degree. The performance fields reveal that adding
the nonlinear term S helps the model prediction far from the wall as observed in Fig. 3(b), whereas
the inclusion of tensor P helps to capture the Reynolds stress tensor near the wall as observed in
Fig. 3(c). When both tensors are added, Fig. 3(d), to the usual Boussinesq linear eddy-viscosity
model, a negligible error is found. This extended tensor basis has been used in nonlinear eddy
viscosity models specifically formulated for flows with curvature [34]. From the figures, it can be
observed that modeling only the component of the Reynolds stress anisotropy that is in phase with
the mean rate of strain is inadequate to account for the RANS discrepancy. Thus, to account for the
out of phase component, a perturbation of the eigendirections of modeled Reynolds stress tensor is
critically important.

IV. RESULTS

In the rest of the article, we outline the results from the application of the proposed eigenvector
perturbation methodology, in conjunction with spatially uniform eigenvalue perturbations, to
complex turbulent flows. The criteria for evaluation of the results are twofold. First, the results from
the proposed methodology should be able to account for a significant proportion of the discrepancy
between the unperturbed RANS simulation and the high-fidelity data. Second, the uncertainty inter-
vals using the proposed methodology should exhibit improvement over eigenvalue-only perturbation
results, else the additional eigenvector perturbations represent a needless computational burden.

The process of deriving uncertainty intervals from the set of perturbed simulations is schemati-
cally reported in Fig. 4. The central row of Fig. 4 outlines the unperturbed, baseline CFD solution,
giving a unique flow field realization in the domain and a single profile for the Quantity of Interest
in the highlighted region (here, the mean velocity at x/H = 24 in the diffuser, where H represents
half of the height of the diffuser inlet). x and y denote the streamwise and spanwise coordinates.
u; is the velocity at the inlet and is used to normalize u, the streamwise velocity at a point. The
upper and lower panels of the figure outline perturbed solutions (only two of the three perturbations
are shown for clarity). Each perturbation leads to a different realization of the flow field, leading

2

= Baseline (unperturbed i — SST) @ "
u= 1C Perturbation P
1t 3C Perturbation
win - 2C Perturbation
perimental Data
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FIG. 4. Schematic outlining the composition of uncertainty estimates for an asymmetric diffuser at
x/H = 24.
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to a different profile for the Qol. The uncertainty estimates on the profiles of a Qol at a location
are produced by the union over all the states lying in the profiles from this set of perturbed RANS
simulations. This is illustrated by the gray shaded zone in Fig. 4(C). The results presented in this
section focus on uncertainty quantification in complex turbulent flows. In all cases, the k — @ SST
model [35] was used and the unperturbed model prediction are reported as the baseline solution.
For the eigenvalue perturbations, we utilize the value Ag = 1 for the results in this section. This
parameter can be varied if comparative high-fidelity data is available from similar simulations.
However, in this investigation we adhere to a physics-based approach and utilize this maximal value
of Ap to generate conservative estimates. It should be pointed out that the Reynolds stress ellipsoid
for the 3C state is a sphere and thus, has complete rotational symmetry. Consequently, if Ap = 1
is chosen for the eigenvalue perturbations, the eigenvector perturbations do not affect this specific
perturbed simulation. The effects of variation of this parameter on uncertainty estimates is detailed
in Emory et al. [10].

A. Turbulent flow through a convex channel

The turbulent flow through a convex channel is challenging for RANS closures as the flow is
affected by the combined effects of significant streamline curvature along with adverse pressure
gradients. Additionally, the mean flow is directly related to the channel geometry. Thus, with the
steep change in the channel curvature, sudden changes in mean strain rate occur due to mean
streamline curvature. However, these mean flow changes precede any response in the turbulence to
the curvature, creating a “lag” between the mean flow and turbulence. These phenomena emphasize
the shortcomings of the isotropic eddy viscosity approach and RANS model predictions are of
limited fidelity. Edeling et al. [36] have utilized such lag-based models, that can be derived as
corrections to the turbulent viscosity assumption, to account for the RANS model uncertainty in
such flows.

In Fig. 5, we report a comparison of the x-velocity profiles in the curved section of the channel
at 0°, 30°, and 60°, outlining uncertainty intervals from the proposed eigenvalue-eigenvector per-
turbation methodology contrasted against uncertainty intervals from eigenvalue-only perturbations.
The solid lines represents the predictions of the (unperturbed) K — @ SST model. The symbols
represent the high-fidelity LES data, from the study by Arolla and Durbin [24]. The gray-shaded
zones represent the uncertainty intervals. It is seen that eigenvalue only perturbations predict
negligibly small uncertainty intervals and do not account for the RANS discrepancy. Primarily,
this shortcoming of the eigenvalue perturbation only approach occurs as a significant portion of the
RANS discrepancy is due to the misalignment between the eigenvectors of the mean rate of strain
and the Reynolds stresses, contrary to what is assumed in isotropic eddy-viscosity models. The
proposed eigenvalue-eigenvector perturbation methodology is able to predict substantial uncertainty
intervals. While all the LES data is not contained in the interval, a significant proportion of the
RANS discrepancy is accounted for.

In Fig. 6, the calculated uncertainty intervals are outlined for the turbulent kinetic energy profiles
at 0°, 30°, 60°, and 90°, marked in Fig. 6(a). The LES data are in agreement with the expectation that
the convex curvature reduces turbulence intensity. However, without any added correction terms, the
SST model predictions have inadequate sensitivity to streamline curvature. Yang and Tucker [37]
have found that even Reynolds stress models are unable to exhibit significant improvement in such
convex channel flows, without explicit corrections. In all cases the k — @ SST model predicts an
inordinately high rate of mixing close to the wall. Correspondingly, the maximum value of turbulent
kinetic energy in the profile is also underpredicted. However, the predicted uncertainty intervals are
able to account for a large proportion of the discrepancy between the RANS predictions and the
high-fidelity LES data. The perturbations toward the one-component state form the upper bound
of the interval and account for the maximum value of turbulent kinetic energy in the profile. The
perturbations toward the three-component state form the lower bound and account for the outer edge
of the shear layer.
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FIG. 5. X velocity (U,) profiles along the radial direction x, with LES comparisons at (a) 0°, (b) 30°, and
(c) 60° locations along the channel. The LES data is represented by circles, the baseline (unperturbed) RANS
prediction by the dark line and the uncertainty estimates by the gray-shaded zone. At each location, we exhibit
uncertainty intervals from the proposed eigenvalue-eigenvector perturbation methodology contrasted against
those from eigenvalue-only perturbations.

B. Turbulent flow through an asymmetric diffuser

Diffusers are utilized in jet engines, for instance to compress the air flow ahead of turbine engine
combustors, and, to slow the air intake to the compressor. Eddy-viscosity-based RANS models
have challenges in providing accurate predictions for such flows [38,39]. This discrepancy between
RANS predictions and high-fidelity simulations arises primarily due to two separate sources. First,
eddy-viscosity-based models are unable to account for the Reynolds stress anisotropy governing
the secondary currents in the inflow duct [40,41]. This discrepancy in the componentiality of the
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FIG. 6. Turbulent kinetic energy profiles, along with LES comparisons at at (b) 0°, (c) 30°, (d) 60°,
and (e) 90° locations along the channel marked in (a). The LES data is represented by circles, the baseline
(unperturbed) RANS prediction by the dark line and the uncertainty estimates by the gray-shaded zone.

inflow to the expansion section necessitates exploring the possible shapes of the Reynolds stress
ellipsoid, via eigenvalue perturbations. However, in the diffuser section, the flow also undergoes
separation over a smooth wall and ensuing reattachment. Eddy viscosity models assume that the
eigendirections of the mean rate of strain are coincident with the Reynolds stress tensor. In regions
of flow separation this is an unsatisfactory assumption as there is significant misalignment between
the eigendirections of the mean rate of strain and the Reynolds stresses. Thus, accounting for the
uncertainty arising due to flow separation requires eigenvector perturbations.

We perform RANS simulations, with eigenvalue and eigenvector perturbations, corresponding
to the experiment of Buice and Eaton [42] whose geometry is outlined in Fig. 7, where data for
the mean velocity profiles and the friction coefficient are available. Figure 8 shows the coefficient
of friction (Cy) over the lower surface of the diffuser, reporting uncertainty intervals from the
proposed eigenvalue-eigenvector perturbation methodology contrasted against uncertainty intervals
from eigenvalue-only perturbations. The unperturbed, baseline RANS simulation substantially over-
predicts the length of the separation bubble. If we restrict ourselves to eigenvalue only perturbations,
the uncertainty intervals are negligibly small and do not account for most of the RANS discrepancy.
The central cause of RANS discrepancy is due to the flow separation and reattachment at the lower
surface of the diffuser. Due to this, the eigenvectors of the mean velocity gradient and the Reynolds
stress have significant misalignment, obviating the assumption of the eddy-viscosity models. In this
light, eigenvalue only perturbations do not address the discrepancy due to this misalignment and are
thus, not of engineering utility. The uncertainty estimate using the proposed eigenvalue-eigenvector

T

-150 0 50 200

FIG. 7. Flow geometry for the asymmetric diffuser.
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FIG. 8. Coefficient of friction along the bottom wall of the diffuser.

perturbations account for this source of discrepancy and subsume the correct extent of the separation
bubble. While the flow separation and reattachment are accounted for by the perturbations, it is
unable to account for the ensuing redevelopment of the downstream boundary layer. This causes
some of the experimental data after re-attachment to lie outside the uncertainty estimate.

The mean velocity profiles in the expanding section of the diffuser are reported in Fig. 9.
The locations are outlined in Fig. 9(a). While there is significant discrepancy between the RANS
simulation and the experimental data, the uncertainty estimate is able to account for a significant
proportion of this discrepancy, including the separation at the lower surface of the diffuser.

C. Limitations and future steps

In the turbulent flows considered, this approach is able to account for a significant proportion of
the discrepancy between RANS model predictions and high-fidelity data. However, in some cases,
certain high-fidelity data points remain beyond the predicted ranges. This alludes to some limitations
in the approach and steps that need to be addressed. We discuss some of these in this section.
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FIG. 9. Mean velocity profiles along the expansion section of the diffuser at locations (b) x/H = 24.4,
(¢)x/H =28.4,and (d) x/H = 32.4.

1. Spatial dependence function

It is well accepted that RANS model uncertainty is not uniform over flow domains, but is
rather more pronounced in specific regions. In this light, the perturbations applied should also be
spatially varying to reflect this. In this investigation, we have utilized spatially uniform eigenvalue
perturbations. Development of a marker function to guide the spatial variation in the magnitude
of perturbations is an important step. This would have a cascading effect on the eigenvector
perturbations, which while spatially varying, are still affected by the eigenvalue perturbation.

2. Turbulent kinetic energy perturbations

A substantial amount of discrepancy in RANS predictions arises due to the limitations in
modeling the turbulent transport process. In RANS models, the turbulent transport is modeled via
a gradient-diffusion hypothesis. In the perturbation approach toward uncertainty estimation, the
turbulent kinetic energy perturbations are responsible to accounting for this specific limitation [10].
Consequently, results without turbulent kinetic energy perturbations are not able to account for this
discrepancy.
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3. Improvements to eigenvector perturbation approach

While the results from the eigenvector perturbation approach outlined are encouraging, there are
improvements that we are actively addressing. For instance, the computational cost can be reduced
by using algebraic Reynolds stress models [43]. Furthermore, the computational procedure is being
refined where the Abey, is divided into smaller steps and corresponding eigenvector perturbations
are calculated during this transition, to improve convergence.

V. CONCLUSIONS

To establish Reynolds-averaged Navier-Stokes models as a reliable engineering tool, it is
required to have dependable estimates of the uncertainties in their predictions. A key source of
these RANS uncertainties is due to the structural limitations of such models, including the use
of the isotropic eddy-viscosity hypothesis, the gradient-diffusion hypothesis, etc. These structural
uncertainties can be quantified using perturbations to the modeled Reynolds stress tensor. These
include perturbations to both the eigenvalues and eigenvectors of the Reynolds stresses. While the
eigenvalue perturbation methodology is well established, the eigenvector perturbation methodology
is still relatively nascent.

In this article, we suggest a new approach to prescribe eigenvector perturbations using a
predictor-corrector approach, that uses the incipient eigenvalue perturbations along with the
Reynolds stress transport equations to determine the eigenvector perturbations. A key advantage
of the proposed methodology is that due to the use of the Reynolds stress transport equations,
it accounts for the spatial variation in perturbations. Additionally, the use of the Reynolds stress
transport equations leads to “constraining” the eigenvector perturbations within limits. A key hurdle
in physics-based perturbation approaches is that they have to rely on the extreme cases to predict
bounds. However, the degree of misalignment (between the eigendirections of the mean rate of
strain and the Reynolds stresses) that is possible need not be manifested in a turbulent flow. The
methodology proposed in this article does not rely on such extreme misalignments and thus, leads
to less conservative estimates of the RANS uncertainty.

This methodology was applied to complex turbulent flows where a significant portion of the
RANS discrepancy could be attributed to flow separation or streamline curvature. The uncer-
tainty intervals estimated using the proposed framework exhibited substantial improvement over
eigenvalue-only perturbations and are able to account for a significant proportion of the discrepancy
between RANS predictions and high-fidelity data.
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