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Supercritical fluids (SCFs) are known to exhibit anomalous behavior in their thermo-
physical properties such as diverging compressibility and vanishing thermal diffusivity on
approaching the critical point. This behavior leads to a strong thermomechanical coupling
when SCFs are subjected to simultaneous thermal perturbation and mechanical vibration.
The behavior of the thermal boundary layer leads to various interesting dynamics such
as thermovibrational instabilities, which become particularly ostensive in the absence of
gravity. In the present paper, two types of instabilities, Rayleigh-vibrational and parametric
instabilities, have been numerically investigated under zero gravity in a two-dimensional
configuration using a mathematical model wherein density is calculated directly from
the continuity equation. A comparison of experimental observations with numerical
simulations is also presented. The peculiarity of the model warrants the investigation of
instabilities in a more stringent manner (in terms of higher quench percentage and closer
proximity to the critical point), unlike the previous studies wherein the equation of state
was linearized around the considered state for the calculation of density, resulting in a
less precise analysis. In addition to providing an explanation of the physical causes of
these instabilities, we analyze the effect of various parameters on the critical amplitude
for the onset of these instabilities. Furthermore, various attributes such as wavelength of
the instabilities, their behavior under various factors (quench percentage and acceleration),
and the effect of cell size on the critical amplitude are also investigated. Finally, a three-
dimensional stability plot is shown describing the type of instability (Rayleigh-vibrational
or parametric or both) to be expected for the operating condition in terms of amplitude,
frequency, and quench percentage for a given proximity to the critical point.
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I. INTRODUCTION

Supercritical fluids (SCFs) are a class of fluids which exist beyond the liquid-vapor critical
point. They have properties intermediate to those of liquid and gas phases. They manifest certain
properties of liquids such as high density and solubility and gases such as high compressibility and
low viscosity. One of the most striking features of the supercritical fluids is that on approaching
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the critical point various thermophysical properties show a singular behavior [1], such as diverging
isothermal compressibility (χT ), thermal expansion (βP), heat capacity at constant pressure (CP)
and thermal conductivity (k), and vanishing thermal diffusivity (DT ) and sound speed (cs). This
anomalous behavior of properties of SFCs makes them a promising candidate in various scientific
and industrial applications such as efficient refrigeration systems [2], drilling technologies [3],
high performance rocket propellants [4,5] and other industrial applications [6]. Close to the critical
point, all the thermophysical properties can be described using a common parameter called critical
point proximity ε = T −Tc

Tc
(where T is temperature and Tc is the critical temperature of the fluid).

Each property has a specific exponent and, interestingly, this is true for any supercritical fluid.
This ubiquitous behavior arises from microscopic attributes of the macroscopic properties wherein
each property can be written as the sum of mean and fluctuating contributions. On approaching the
critical point, the fluctuating components dominate the mean behavior leading to the formulation
of universal behavior of these thermophysical properties, having the same asymptotic critical
exponents for all fluids (the renormalization-group theory for the Ising model [1,7]).

SCFs demonstrate some surprising behavior too. In the thermal proximity of the critical point,
it is expected that diffusion of a thermal perturbation inside a SCF will happen at an extremely
slow rate, due to its vanishing thermal diffusivity. However, it was observed in Ref. [8] that in the
critical point proximity thermal relaxation of a SCF (SF6 in their experiments) happens extremely
fast (in a few seconds instead of days as generally expected). This phenomenon of critical speeding
up of thermal homogenization is attributed to the high compressibility of SCFs and has been termed
the piston effect [9–11]. The piston effect is the consequence of a wave propagation caused by
thermal expansion in the thermal boundary layer (TBL) through the bulk fluid at the speed of
sound, converting the mechanical energy of the waves into thermal energy and thereby causing
an increase in the temperature of the bulk. A similar explanation holds when the boundary is
cooled wherein the fluid in the TBL contracts and adiabatic cooling thermalizes the bulk fluid. The
timescale on which the thermal homogenization occurs is found to be very small as compared to the
diffusion timescale and is termed the piston effect timescale. It is worth mentioning that under the
presence of gravity high compressibility causes the SCF to compress under its own weight, leading
to density stratification. Moreover, due to the singular behavior of the properties, even a very small
temperature disturbance makes the SCF unstable under gravity, which has previously circumvented
the observation of the piston effect.

One of the primary investigations which has drawn the attention of several researchers in
the SCF community pertains to the study of the behavior of SCFs under simultaneous thermal
quench (quench herein refers to cooling the boundaries of the cell) and mechanical vibrations in
weightlessness conditions. This has been motivated by g jitters experienced by space vehicles and
cryogenic reservoirs aboard the International Space Station. Further, the complex thermomechanical
coupling leads to the evolution of several intriguing behaviors in the TBL leading to various
thermovibrational instabilities. Experimental and numerical studies with supercritical CO2 and SF6

under weightlessness have reported evidences of such instabilities as described in Refs. [12–15].
Experiments with supercritical H2 have also been reported in literature where microgravity condi-
tions were artificially simulated by means of a strong magnetic field [16–21]. When supercritical
H2 close to the critical point is simultaneously quenched and subjected to mechanical vibrations,
fingerlike structures were observed normal to the direction of vibration. The authors in Ref. [22]
investigated the problem of simultaneous thermal quench and vibration with a linearized equation
of state for supercritical CO2. They reported a fingerlike pattern appearing from the TBL which
was attributed to the thermovibrational instability. The study was further extended using the same
model in Ref. [23] wherein different types of instabilities were analyzed and quantified in terms of
the critical amplitude of vibration.

One of the primary assumptions in the aforementioned numerical studies of thermovibrational
instabilities has been the linear equation of state for the calculation of density. This assumption not
only limits a higher-temperature perturbation but also circumvents an accurate analysis very close to
the critical point. As the origin of these instabilities is ascribed to dynamic changes of density field
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in the TBL, their effective capturing is hence highly affected by precise calculation of the density. In
lieu of these considerations and to seek further insights into the physical phenomena, the following
aspects, different from similar previous studies [22,23], are demonstrated in this paper.

(1) One of the primary features pertains to the use of a mathematical model which directly
incorporates the dependence of pressure on temperature and density into the momentum equation,
facilitating the investigation as close as Ti − Tc = 5 mK for supercritical H2 with higher quench
percentages.

(2) A comparison with the experimental observations is also presented wherein the patterns and
wavelengths of these instabilities are compared.

(3) In case of Rayleigh-vibrational (RV) instabilities, analysis of the dynamic behavior of fingers
(wavelengths) is presented for various quench percentages and an unexpected behavior is observed
at higher accelerations wherein the wavelength begins to show an increasing trend after initially
decreasing with acceleration.

(4) It is shown that the influence of perturbations arising from the corners is not essential for the
onset of parametric instabilities as these have been observed even in case of symmetric boundary
conditions at the walls along the direction of vibration.

(5) The critical amplitude has been investigated for both the instabilities with proximity to the
critical point. In the case of parametric instabilities, it was shown to depend on cell dimensions
along the dimension of vibration.

(6) By virtue of an analysis closer to the critical point and with higher quench percentage, a
higher decreasing trend is found for (a) the critical Rayleigh-vibrational number with proximity
to the critical point and (b) the wavelength with quench percentage in the case of parametric
instabilities.

Finally, a three-dimensional stability diagram highlighting the type of instability to be expected
based on quench percentage and frequency is shown.

II. MATHEMATICAL MODEL AND SOLUTION METHODOLOGY

In this section, we present the mathematical model applied to solve the full set of governing
equations (see also details in Refs. [24,25]). Let us consider a Newtonian fluid characterized by
its thermophysical properties, namely, density ρ, isothermal compressibility χT = 1

ρ
( ∂ρ

∂P )T , and the

thermal expansion coefficient at constant pressure, βP = − 1
ρ

( ∂ρ

∂T )P. The infinitesimal variations of
the pressure (P) and the density (ρ) with time can be written as follows:

dP

dt
=

(
∂P

∂ρ

)
T

dρ

dt
+

(
∂P

∂T

)
ρ

dT

dt

dρ

dt
= − ρ∇ · V . (1)

The last equation of the system of Eq. (1) corresponds to the conservation of mass. The
thermophysical properties such as χT and βP are evaluated using correlations available from the
renormalization-group theory [7,23] as mentioned in Table I.

The equation for conservation of momentum in a nonconservative form for a Newtonian fluid,
assuming the Stokes hypothesis (λ + 2

3μ = 0, where μ and λ correspond to the classical shear
viscosity and compression (bulk) viscosity or second coefficient of viscosity, respectively), can be
written as

ρ
dV
dt

= −∇P + ∇ ·
[
μ

(
∇V + ∇tV − 2

3
∇ · V I

)]
+ F. (2)

Here d/dt is the material derivative, while F and P denote the volumetric force and the
thermodynamic pressure, respectively. Similarly, the conservation of energy, in terms of temperature
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TABLE I. Thermophysical properties of H2 with ε = T −Tc
Tc

[7,23].

Property Value

Critical temperature, Tc (K) 33.19
Critical density, ρc (kg m−3) 30.11
Critical pressure, Pc (MPa) 1.315
Isothermal compressibility, χT (10−8 Pa−1) 5.8 ε−1.24

Thermal expansion at constant pressure, βP ( 10−2 K−1) 1.1 ε−1.24

Specific heat at constant volume, Cv (J kg−1) 0.00015 ε−0.11 − 12 000
Thermal conductivity, k (10−3 W m−1 K−1) 3.3 ε−0.567

Thermal diffusivity, DT (10−8 m2 s−1) 5.1 ε0.67

Kinematic viscosity, υ = μ

ρ
(10−7 m2 s−1) 1.5 ε−0.04

Speed of sound, c (m s−1, from the Mayer relation)
√

1
ρχT

+ T
ρ2CV

(
∂P
∂T

)2

(derived from internal energy), can be written as

ρCv

dT

dt
= −βPT

χT
∇ · V + ∇ · (k∇T ) + ϕ. (3)

Here, k is the thermal conductivity and ϕ = λ(∇ · V )2 + 2μ Di j
∂Vi
∂x j

is the dissipation energy with

Di j = 1
2 ( ∂Vi

∂x j
+ ∂Vj

∂xi
) being the tensor of the deformation rate (the Einstein summation convention on

repeated indices is applied). In the current paper, the viscous dissipation is negligible with respect
to the other terms and thus the term ϕ is dropped off from Eq. (3).

Using Eqs. (1) and (3), we can write the temporal variation of pressure as

dP

dt
= −

(
1

χT
+ β2

PT

ρCvχ
2
T

)
∇ · V + βP

ρCvχT
∇ · (k∇T ). (4)

The final system includes the conservation of momentum (ρ V ) [Eq. (2)] and energy through the
temperature T [Eq. (3)] along with evolution of pressure field [Eq. (4)] and density from the last
part of Eq. (1). The thermodynamic variables, namely, pressure, temperature, velocity, and density
calculated above, are then advected from their total derivatives as

∂X

∂t
= dX

dt
− V · ∇X, (5)

where X represents either of the variable P, T , the components of V or ρ.
The above set of equations [the last part of Eq. (1) and Eqs. (2)–(5)] in conjunction with the

thermophysical properties, as described in Table I, include all the important physics essential to
investigate any thermofluidic system. In the present paper, the term F [=ρAω2sin(ωt )

−→
i ] denotes

the force per unit volume acting on the fluid due to vibrational acceleration in the x direction. Here,
A is the amplitude of vibration and the frequency is denoted by f ( f = ω/2π ).

Before proceeding further, it is important to emphasize some of the interesting features of the
methodology presented above: (i) the momentum equation, Eq. (A3), is completely autonomous as
it does not contain any unknown pressure, unlike most of the usual cases where specific pressure-
velocity coupling algorithms have to be considered, and (ii) the density is calculated directly from
the continuity equation [Eq. (A5)], which ensures mass conservation resolvable to the machine
precision. Thus, the model can be described without any explicit equation of state for the calculation
of density, though it appears implicitly through thermophysical properties βP and χT , while the
coupling for the pressure is implicitly incorporated in the momentum equation through Eq. (A2).

The governing equations described above were solved numerically using a homemade compu-
tational fluid dynamics (CFD) code, THETIS, which has already been described and validated for a
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FIG. 1. Schematic of the test case (square cavity of length h = 7 mm).

number of benchmark cases for incompressible fluids [26,27] and compressible fluids [24,25,28,29].
The fluxes in the equations are discretized using a second-order centered difference scheme. An
exponential grid with a total of 300 × 300 elements is used with the smallest element being
1 μm near the wall. The implicit forward in the time Euler scheme is employed to discretize
the time-dependent term with a time step of 10−3 s, which corresponds to a compromise between
accuracy, physical description of the phenomena, and CPU time. Further, the direct solver MUMPS

[30] is used to solve the discretized system. A step by step numerical procedure for solving them is
described in the Appendix.

III. RESULTS AND DISCUSSION

In order to analyze the behavior of a supercritical fluid under the combined effect of thermal
perturbation and mechanical vibration, we consider a square cell (size h = 7 mm) with solid walls
filled with supercritical H2, implying an isochoric process, as shown in Fig. 1. The dimensions
of the cell are the same as considered in Refs. [19,20]. The thermovibrational instabilities can be
categorized as RV or parametric based on the relative direction of the temperature gradient with
vibration. The former instability develops in the direction normal to vibration direction while the
latter grows parallel to it. In order to gain insight into the physical mechanism leading to each
instability, it is essential to analyze each of them separately. This is accomplished by imposing
appropriate boundary conditions pertinent only to that type of instability. Thus, for RV instabilities,
the top (AB) and bottom (CD) walls are quenched while for parametric instability only the vertical
walls (BC and DA) are quenched. The remaining walls in both the cases are maintained at adiabatic
condition. The system is analyzed for a wide range of vibration frequencies, varying from 5 to
35 Hz, while the proximity to the critical point and the quench percentage, q(= |δT |

T −Tc
× 100), are

varied from 5 to 2000 mK and 10 to 50%, respectively. Further, the system is investigated under
weightlessness conditions, i.e., zero gravity.

We initially present a comparison with experimental observations followed by discussions on
various thermovibrational instabilities.

A. Rayleigh-vibrational instability

Rayleigh-vibrational instabilities are observed when the direction of the temperature gradient is
normal to the direction of vibration, which leads to the appearance of fingerlike structures in the
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FIG. 2. Comparison between (a) numerical results and (b) experimental results [21] and for thermovibra-
tional instabilities ( f = 20 Hz and A = 0.875 mm). There exists a difference in experimental and numerical
conditions (refer to text for explanation).

TBL. In order to illustrate these instabilities, we first present the comparison with experimental
observations followed by the physical description of the mechanism leading to these instabilities.

1. Comparison with experimental observations

The experimental conditions [21] correspond to the heating of all the four walls (Fig. 1)
simultaneously while the cell is vibrated with frequency f = 20 Hz and amplitude A = 0.875 mm.
In the experiments, temperature is monitored on the walls of the experimental cell. However,
the readings are found to be erroneous because of the induced eddy currents in the leads of the
temperature probes in intense magnetic field. Thus, applying temperature boundary conditions from
the experiments to the numerical simulations will lead to difference in results. In lieu of these
considerations, the temperature at the boundary is adjusted to attain the best agreement between
the experimental and numerical observations. Subsequently, the errors between experimental and
numerical conditions are evaluated and these correspond to 22% error in the initial temperature (Ti)
and 12% error in the temperature imposed at the boundary, i.e., wall temperature (Tw).

Figures 2(a) and 2(b) show the results obtained from our simulation and experimental observa-
tions [21] for the parameters described in Fig. 1. It can be observed that fingerlike structures appear
from the top wall (AB) in both the cases [numerical calculations Fig. 2(a) and experimental picture
Fig. 2(b)]. More importantly, the number of fingers is also the same, illustrating the capability and
accuracy of the numerical model to capture the dynamics of highly compressible SCFs.

These fingerlike structures correspond to Rayleigh-vibrational instabilities, the mechanism of
which is described in the following section.

2. Mechanism of Rayleigh-vibrational instabilities

We briefly present here the mechanism causing these instabilities. Consider a schematic as shown
in Fig. 3 when a cell filled with SCF is at initial temperature Ti and the top wall (AB) is quenched by
δT . Subsequently, a very thin TBL (attributed to the vanishing behavior of thermal diffusivity DT )
is formed wherein large density gradients are present due to the diverging behavior of the thermal
expansion [βP = − 1

ρ
( ∂ρ

∂T )P] as illustrated in Fig. 3. For the sake of simplicity, the TBL has been
enlarged in Fig. 3. Let us consider the entire TBL and bulk fluid as two different regions (layers)
as shown in Fig. 3, primarily motivated by different densities in these regions. The vibration of the
cell in the x direction induces inertial forces in the TBL as well as the bulk. However, by virtue of
density difference, (ρ ) in the TBL and the bulk, the difference in inertial force induces a velocity
difference V = ( ρ

ρM
)Aω (where ρM is the mean density) and hence a Bernoulli-like pressure

difference P = ρM ( ρ

ρM
)2A2ω2 between these layers. Thereby, an oscillatory relative motion exists
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FIG. 3. Schematic illustration for the mechanism leading to Rayleigh-vibrational instabilities.

which tends to destabilize the system, which is, however, stabilized by the effect of diffusive forces
(viscous and thermal). With increase in the thickness of the TBL with time, the difference in the
inertial forces and thus Bernoulli-like pressure difference will increase, thereby overcoming the
stabilizing effect, resulting in the appearance of fingerlike structures as shown in Figs. 2(a) and 2(b).
Although the primary effect leading to these instabilities is attributed to the shear between fluid
layers, which therefore has a Kelvin-Helmholtz–type origin, this instability has been termed
Rayleigh-vibrational instability [31]. It is worth mentioning that owing to the periodicity in the
flow direction by virtue of vibration the fingerlike patterns on average remain at the same place
before some adjacent fingers merge (see Sec. III A 4).

As described above, there exists a competition between the stabilizing and the destabilizing
effects and thus the onset of these instabilities can be described in terms of a dimensionless number,
termed the Rayleigh-vibrational number (Rav ). It is defined as the rise of fluid elements against
viscous forces due to Bernoulli-like pressure difference P ∼= ρM ( ρ

ρM
)2A2ω2 resulting in a driving

force ∼L2P on a fluid element of characteristic length, L. The terminal velocity due to this driving
force as balanced by viscous force can be described as VC,P ≈ LP

μ
with convective timescale ≈ μ

P

(μ being the dynamic viscosity). The ratio of these two timescales (diffusion ∼ L2

DT
and convection

∼ L
VC,P

) is defined as the Rayleigh-vibrational number, Rav = (βPδTAωL)2

2υDT
(the factor 2 comes from

the time average in the high-frequency approximation [31]). In the case of supercritical fluids, the
characteristic length L, which represents the diffusion length scale, is very small as compared to
the geometrical length scale. Hence, it is reasonable to consider the thickness of the TBL (δTBL) as
the characteristic length scale, following which the Rayleigh-vibrational number in the present case
reduces to Rav = (βPδTAωδTBL )2

2υDT
[22]. This includes the effect of various parameters: (i) the distance

from the critical point, (ii) quench conditions (δT ), and (iii) vibrational parameters (frequency and
amplitude of vibration). The effect of these parameters on the Rayleigh-vibrational instability is
presented below.

3. Critical amplitude for Rayleigh-vibrational instabilities

In the previous section, we described the physical mechanism leading to Rayleigh-vibrational
instability. As there exists a competition between shear and diffusive forces, it is therefore possible
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FIG. 4. Critical amplitude (Acr) for the onset of Rayleigh-vibrational instabilities as a function of frequency
and distance from the critical point for two different quench temperatures, δT = –5 and –2.5 mK. Distance in
terms of proximity varies from Ti − Tc = 5 to 2000 mK.

to define a critical amplitude (Acr) of vibration for a fixed frequency ( f ) beyond which these
instabilities will be observed. In order to ascertain the critical amplitude, the simulation has been
run until t = 50 s and the smallest amplitude at which the instability (waviness in the TBL) appears
is chosen to be the critical amplitude at that f and quench percentage q. The critical amplitude
is analyzed for two different cases: (i) the same proximity but varying frequency f and quench
percentage q and (ii) for the same quench temperature, δT . In both the cases, the critical amplitude
is found to decrease with increase in frequency, quench percentage, and decreasing proximity to
the critical point. For the sake of brevity, only the results for the latter case have been illustrated
in Fig. 4. A significant remark is that physically meaningful results have been obtained as close
as Ti − Tc = 5 mK with q as high as 50%, illustrating the strength and capability of the model to
capture the behavior of a highly compressible system with large property variations.

The above observations can be explained as follows. A higher frequency entails a higher
acceleration and thus a larger difference in the inertial forces between layers of different densities
when compared to the case of lower frequency. Similarly, a higher quench percentage will result
in a higher temperature gradient, thereby causing a higher density variation leading to the previous
conclusion, for the same vibration parameters ( f , A). This implies that for the same stabilizing action
provided by the diffusive forces the desired threshold to overcome it will be attained at a lower
amplitude for a higher frequency or quench percentage. Furthermore, on approaching the critical
point, the diverging behavior of the thermal expansion results in large density gradients while the
vanishing diffusive forces weaken the stabilizing effect. Thus, for the same quench temperature, a
higher Bernoulli-like pressure difference is created with decreasing proximity to the critical point
causing a lower amplitude for the same vibration frequency as observed in Fig. 4. It is important
to mention here that the comparison of critical amplitudes on approaching the critical point based
on the same q is not appropriate. This is because the same q for different proximities to the critical
point will induce a different value of δT and results in two independent parameters (δT and A).
Thus, it is more reasonable to compare the critical amplitude with proximity to the critical point for
the same temperature quench (δT ) as described above.
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FIG. 5. Comparison of wavelengths (average), experimental [21] and numerical, for different proximities
to the critical point for the same values of δT = –400 mK, A = 0.6125 mm, and f = 30 Hz. Proximities vary
from Ti − Tc = 0.6 to 2.6 K.

4. Wavelengths in Rayleigh-vibrational instabilities

The Rayleigh-vibrational instabilities described above lead to the appearance of fingerlike
structures as shown in Fig. 2. These fingers can be characterized by the distance between them,
i.e., wavelength of the instabilities as marked in Fig. 2. We compare the behavior of the fingers
obtained from experiment and numerical simulations before drawing out further conclusions from
the numerical results. This is shown in Fig. 5 for the same temperature quench δT = 400 mK, f =
30 Hz, and A = 0.6125 mm as a function of the proximity to the critical point. The wavelength
considered here refers to the average wavelength (dividing the cell dimension by the number of
fingers plus one).

It can be observed that the wavelengths obtained from numerical simulations show a similar
trend and the deviation decreases from 29 to 10% on moving away from the critical point. This is
attributed to significant variations in the thermophysical properties on approaching the critical point
which can affect the behavior, both in experiments and numerical simulations, causing a higher
discrepancy closer to the critical point. A noticeable observation pertains to the decrease in the
wavelength on approaching the critical point. This behavior is attributed to a higher Bernoulli-like
pressure difference when approaching the critical point due to larger density variations in the TBL,
keeping all the other factors constant. Consequently, the number of sites at which the TBL becomes
unstable will be higher (i.e., will minimize the energy, potential and kinetic, through more locations),
which results in more fingers and hence lower wavelengths as observed in Fig. 5.

a. Time evolution of the wavelength. It has been mentioned in Refs. [22,23] that wavelengths
do not evolve in time. However, it is observed that after the onset of instability the wavelength
remains constant for a certain period of time. Then, under the action of diffusion, adjacent fingers
merge, resulting in the change of the pattern of the wavelength. This is illustrated in Figs. 6(a)–6(d),
showing the evolution of the wavelength at various times for Ti − Tc = 100 mK, δT =
−10 mK, f = 20 Hz, and A = 4 mm.

It can be observed that initially the distance between the fingers remains constant for a certain
time [Figs. 6(a) and 6(b)]. However, as the time advances, fingers not only grow into the bulk but
also become thicker in size due to the diffusion enhanced by vibrational acceleration. When the
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FIG. 6. (a)–(d) Instant velocity-vector plot colored by temperature contours illustrating the merging of
fingers [marked in Figs. 6(b)–6(d)] with time (Ti − Tc = 100 mK, δT = −10 mK, f = 10 Hz, A = 4 mm).

fingers are close enough to each other, some adjacent fingers can merge with each other, causing
an effective reduction in the number of fingers, thereby increasing the wavelength. For the sake of
explanation, this has been highlighted for one such case in Figs. 6(c) and 6(d).

In order to further explain the merging process, the instant velocity vectors are plotted for the
merging process of two fingers as highlighted in Fig. 6(a). For the sake of clarity, the velocity
vectors near the wall have not been shown. It can be observed that the velocity fields (vortices)
corresponding to two individual and distinct fingers [Fig. 6(a)] begin to interact with each other
as shown in Fig. 6(b). The interaction, in addition to diffusion, is also facilitated by vibrational
acceleration in the horizontal direction, which causes an increase in the horizontal velocity as fingers
grow in the bulk. Subsequently, the vortices tend to overlap and finally merge to form a single finger
[Figs. 6(c) and 6(d)].

b. Anomalous behavior of wavelength with quench. Figure 7 shows wavelengths as a function
of reduced acceleration, Aω2

g for Ti − Tc = 500 mK and different quench percentages, q. Here, the
wavelengths have been measured just at the onset of instabilities and at the middle of the cell in
order to circumvent the influence of boundaries and merging of fingers. It can be seen that the
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FIG. 7. Wavelength in Rayleigh-vibrational instabilities for different quench percentage as a function of
acceleration reduced by earth acceleration for Ti − Tc = 500 mK.

wavelength decreases with the increase in q. A higher q implies a larger temperature gradient in the
TBL and therefore a larger density difference. Thus, for the same acceleration, a higher Bernoulli-
like pressure difference will exist for a higher q, implying that the stabilizing diffusive forces will
be weakened at more local sites along the TBL in order to minimize the energy. Subsequently,
more fingers (or a lower wavelength) with a higher quench percentage are observed for the same
acceleration. A similar explanation holds for the decrease in wavelength with acceleration for the
same quench percentage (Fig. 7) as a higher acceleration pertains to higher pressure difference and
thus more local sites of destabilization. However, a different (anomalous) behavior in this context
can be seen for higher accelerations for both the quench percentages. This unusual behavior can be
qualitatively explained as follows.

As mentioned previously, a higher Bernoulli-like pressure difference, attributed to either a higher
acceleration or a larger density variation, will result in more plausible local sites where the TBL will
be destabilized. In addition, when these fingers grow into the bulk, they have been found to merge
as illustrated in Fig. 6. Now, combining both these observations, with the increase in acceleration,
the wavelength at the onset becomes so small (due to the increase in the number of sites, covering
the complete extent, termed the span from here on, of the TBL for onset of instabilities) that as
the fingers physically appear and protrude into the bulk they merge into one another. As a result, a
decrease in the effective number of fingers and thus a higher wavelength is observed as in Fig. 7.

In order to support this proposed explanation (i.e., anomalous behavior of wavelength with
acceleration is attained once the entire span of the TBL is perturbed), we investigate the scenario
with two different cell sizes (square cavity of h = 7 and 14 mm) and thus compare the behavior for
different spans of the TBL. Let us denote the acceleration which perturbs the entire span of TBL
in the case of h = 7 and 14 mm as a7 and a14, respectively. It is phenomenological to ascertain
that a14 > a7, as the bigger cell represents a larger extent (span) of the TBL necessitating a
higher acceleration for the aforementioned condition. Consequently, for an acceleration slightly
higher than a7 the wavelengths in the case of a smaller cell will increase with acceleration (as
per previous explanation) while the usual trend of decrease in wavelength with acceleration can
be expected for a bigger cell. In lieu of the proposed explanation, it is therefore anticipated that
the threshold acceleration beyond which anomalous behavior in wavelength will be observed will
increase with cell dimensions (as a bigger cell represents longer horizontal walls and thus a wider
span of the TBL). It can be seen that the expected outcome, as described above, is in coherence
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FIG. 8. Wavelength in Rayleigh-vibrational instabilities vs nondimensional acceleration (Aω2/g) for
Ti − Tc = 500 mK, q = 10% for two different cell sizes (h = 7 and 14 mm).

with the behavior of wavelength with cell size as shown in Fig. 8, which compares wavelengths for
q = 10% and Ti − Tc = 500 mK for different cell sizes (h = 7 and 14 mm), thereby substantiating
the proposed explanation.

5. Rav as a distance from the critical point

Rayleigh-vibrational number was introduced in Sec. III A 2 and is known to describe the
onset criterion for Rayleigh-vibrational instabilities as a function of various thermophysical and
vibrational parameters [22]. One of the important parameters in Rav is the thickness of the
thermal boundary layer (δTBL) which changes as a function of time. Thus, in order to evaluate
the critical Rav,c, the time tc at which the TBL becomes unstable is noted from the numerical
simulations. It follows that the critical thickness of the TBL is evaluated using δTBL,c = 2π

√
DT tc.

Subsequently, the critical Rayleigh-vibrational number Rav,c can be calculated using the expression

Rav,c = (βPδTAωδTBL,c )2

2υDT
as defined in Sec. III A 2. The authors in Ref. [22] evaluated Rav,c for

a fixed frequency and amplitude as a distance from the critical point and found it to increase
on approaching the critical point. The critical Rayleigh number, Rav,c, has been described by a
power-law fit as Rav,c = Ra1,2ε

m1,2 with two different slopes when close to (m1 = −0.86) and
far from (m2 = −0.31)the critical point. Similarly, authors in Ref. [23] analyzed Rav,c for a fixed
frequency and amplitude but over a wider range of amplitude and reported a similar behavior.

In the present paper, Rav,c is analyzed as a function of a single parameter, vibration frequency.
The amplitude of vibration and quench temperature for each case is varied from 0.15h to 1.5h
and q = 5 to 30%, respectively. Thus, based on different combinations of amplitude, proximity
to the critical point, and quench percentage (and hence the quench temperature), the critical
Rayleigh-vibrational number is calculated and is shown in Fig. 9 for two different frequencies,
f = 10 and 30 Hz. It can be seen that Rav,c indeed increases on approaching the critical point.
This is mainly attributed to two factors, the vanishing thermal diffusivity (DT ) and the diverging
thermal expansion (βP) on approaching the critical point, which increases the diffusion timescale
and causes a higher Bernoulli-like pressure difference and thus a lower convective timescale (see
Sec. III A 2). Furthermore, similar to the studies of Ref. [22], Rav,c can be described by a power-law
fit as Rav,c = Ra1,2ε

m1,2 with two different slopes when close to and far from (Ti − Tc > 100 mK)
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FIG. 9. Critical Rayleigh-vibrational number with proximity to the critical point for f = 10 and 30 Hz on
a log-log plot.

the critical point. In the current paper, our definition of closeness refers to Ti − Tc as near as 5 mK
while maximum distance is restricted to Ti − Tc = 2000 mK.

The increase in Rav,c on approaching the critical point illustrates the same behavior, i.e., a higher
exponent (m1 ≈ −1.7) when near to and a lower one (m1 ≈ −1) when far from the critical point,
respectively (exponents obtained by power-law fit R2 ∼ 0.92–0.99). The lower value of exponents
(m1 ≈ −0.86 and m2 ≈ −0.31 when near and far, respectively) in Ref. [22] can be attributed to a
lower quench percentage considered due to the assumption of a linear equation of state for density
calculation. However, a higher quench percentage, as favored by the proposed mathematical model,
makes it possible to account for higher variations especially when approaching the critical point.
As a result, it is reasonable to expect a faster increase in the critical Rayleigh-vibrational number as
described above.

B. Parametric instabilities

In this section, we analyze the instabilities when the direction of vibration is parallel to the
direction of the temperature gradient. It is well established that a two-phase fluid (miscible or
immiscible) can exhibit parametric instabilities when subjected to vibrations perpendicular to its
interface [18,32,33]. In the present paper, when the SCF close to its critical point is quenched and
simultaneously subjected to vibrations along the direction of the temperature gradient, the TBL
becomes unstable, leading to the appearance of waves or fingerlike structures. This is illustrated in
Fig. 10 for Ti − Tc = 500 mK, f = 10 Hz, and A = 10 mm for one time period of vibration. Here
the direction of vibration (x direction) is along the temperature gradient when the vertical walls (BC
and AD) are quenched. In the current paper, the effect of higher quench percentage and boundary
conditions to explain the mechanism of these instabilities has been considered.

In order to understand the physical phenomenon inducing these instabilities, let us consider the
schematic as shown in Fig. 11(a), where the SCF, initially at temperature Ti, is quenched on the left
wall (AD). The density of the fluid in the TBL will be significantly higher than that of the bulk fluid
due to lower temperature therein. Thus, if considering the fluids in the bulk and the TBL as two
different fluids (owing to the significant difference in their properties), an equivalent configuration
can be represented as shown in Fig. 11(b). This resembles an arrangement of two immiscible fluids
acted upon by vibration under zero gravity. Thus, when the natural frequency of the system matches
with the external frequency, wavelike patterns appear as shown in Fig. 10. It can also be observed
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FIG. 10. Parametric instabilities for one time period of vibration for Ti − Tc = 500 mK,δT =
−50 mK, f = 10 Hz, A = 10 mm. Arrows represent the direction of cell movement at that time instant.

that the waves appear once at each TBL in one cycle of vibration, thereby exhibiting a harmonic
type of parametric instability as can be observed in Fig. 10.

In continuation with the above explanation, we provide a further insight into the mechanism
leading to the onset of parametric instabilities. The authors in Ref. [23] ascribed these instabilities
to the formation of vortices. In the following section, we attempt to provide a physical explanation
leading to the appearance of these vortices. This will also elucidate the nonuniform appearance of
waves along the span of the TBL (waves and instabilities are observed initially near the horizontal
walls followed by their appearance at the middle) as can be seen in Fig. 10.

1. Mechanism of parametric instabilities

As illustrated in Fig. 11, our configuration is equivalent to parametric instabilities in the case
of two immiscible fluids under zero gravity. However, as there is only a single fluid present and
hence the absence of a real interface, let us call the boundary separating the bulk and the TBL a
virtual interface for the sake of understanding. Thus, the instabilities will be observed when the
virtual interface is adequately perturbed. In order to explain how this perturbation is obtained, let us
consider a case with the left wall (AD) quenched and the cell is vibrating along the x direction.
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FIG. 11. Schematic illustration of the mechanism leading to parametric instabilities: (a) formation of a thin
TBL and (b) equivalent configuration representing parametric (Faraday) instability such as configuration under
an acceleration field.

Under the same vibrational acceleration, there will exist inertial difference between the lighter
fluid (bulk region) and the denser fluid (TBL region) resulting in a pressure difference across
this virtual interface. When a fluid element from the bulk impacts the element of the TBL (or
vice versa), the transfer of momentum will therefore yield a significant variation in the velocities
of both the regions near the virtual interface. The inhomogeneities thereby induce flow not only
along the direction of vibration but also in normal direction (y direction), thus inducing rotational
characteristics with respect to the vibration direction and hence perturbing this virtual interface.
However, similar to the case of immiscible fluids where surface tension and viscous forces act as
a means to stabilize these inhomogeneities, only viscous forces provide the necessary stabilizing
action in the present case. With the growth in the thickness of the TBL, the vortex strength increases
due to higher inertia associated with the thicker TBL, resulting in a stronger perturbation. When
the perturbations are able to overcome the stabilizing action of the viscous forces, instabilities
are observed as shown in Fig. 11. It has to be mentioned that even though the viscous effects
may be very small, as mentioned in Ref. [23], their action is sufficient enough to stabilize the
small perturbations induced by the velocity field. It is the formation of these vortices that is
responsible for the parametric instabilities. The above explanation also suggests that the parametric
instabilities are possible even between infinite parallel plates. In order to verify this explanation, the
system was investigated with symmetric horizontal wall conditions imposed at walls AB and CD
(infinite parallel-plates-like conditions) for Ti − Tc = 500 mK, δT = −50 mK, f = 20 Hz, and
A = 6 mm, for which the results are shown in Fig. 12.

The illustrations have been made only near the left wall (AD) for the sake of clarity. While
instabilities observed for symmetrical conditions substantiate our explanation, it is worth noticing
that unlike wall conditions the instabilities appear almost uniformly across the entire span of the
TBL for symmetrical conditions. This difference can be ascribed to the vortices formed near
the corners, which is explained as follows. The thermal quench on the vertical walls leads to the
formation of the TBL while vibration causes the fluid to move from the TBL towards the bulk and
vice versa. Further, a no-slip condition at the horizontal wall results in the boundary layer velocity
profile [Fig. 13(a), Ti − Tc = 500 mK, δT = −50 mK, f = 20 Hz, A = 6mm], which distorts due
to a heavier fluid from the TBL squeezing in and out of the corner with change in the direction
of vibration. Subsequently, vortices are formed, as shown in Fig. 13(b), which act as a seed of
perturbation. The rest of the explanation follows the same suit as before wherein an instability
is observed once the stabilizing effect of viscous forces is overcome. It has to be noted that
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FIG. 12. Parametric instabilities near left wall AD for Ti − Tc = 500 mK,δT = −50 mK, f = 20 Hz, A =
6 mm with symmetric condition on the horizontal walls (AB and CD).

the perturbation arising due to the corner vortices adds up to the primary mechanism of vortex
formation. Therefore, the instability onsets appear earlier near the horizontal wall, propagating
towards the middle of the cell (Figs. 10 and 12). It is to be mentioned that this kind of behavior
(instabilities originating at the boundaries and propagating towards the center) is analogous to
instabilities in Taylor-Couette configuration infinite length cylinders or in Rayleigh-Bénard with
hot or cold lateral walls.

FIG. 13. Velocity vector near the corner (A) with a wall condition on the top plate for Ti − Tc =
500 mK,δT = 50 mK, f = 20 Hz, A = 6 mm illustrating the (a) boundary layer velocity profile and (b)
formation of vortices (scale 1:8 × 105 cm/ms−1).
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FIG. 14. Critical amplitude (Acr) for the onset of parametric instabilities as a function of frequency distance
from the critical point for two different quench temperatures, δT = –100 mK (for Ti−Tc =2000, 1500, 1000,
and 500 mK) and δT = –2.5 mK (for Ti − Tc = 100, 50, and 20 mK).

2. Critical amplitude for parametric instabilities

An investigation into the phenomenon leading to the onset of parametric instabilities has been
described in the previous section. It can therefore be concluded that for a fixed proximity to
the critical point and frequency there exists a critical amplitude (which represents the critical
acceleration) for which the perturbation will grow to overcome the stabilizing action of viscous
forces. Similar to the Rayleigh-vibrational instabilities, the critical amplitude for the onset of these
instabilities is evaluated for two different cases: (i) fixed Ti − Tc with change in q and f and (ii)
fixed δT with change of f and Ti − Tc. The critical amplitude is found to decrease with increase in
frequency, quench percentage, and approaching the critical point. The results have been shown only
for the second case for the sake of brevity in Fig. 14. While a higher f entails a higher inertial force,
a higher q implies a heavier fluid (along with the larger density gradient) and thus a larger difference
in the associated momentum. Therefore, the threshold to overcome the stabilizing viscous forces is
attained with lower amplitudes for both the aforementioned cases. Similarly, for the same δT, the
diverging behavior of compressibility causes a higher difference in inertial forces on approaching
the critical point and thus a lower critical amplitude as can be seen in Fig. 14.

3. Effect of cell size on the critical amplitude

The onset of parametric instabilities as previously described is primarily due to the perturbation
in the velocity field near the transition region of the bulk and the TBL. The perturbation will be larger
if higher momentum transfer occurs from the bulk fluid to the TBL and vice versa. This implies that
the change in cell dimensions along the direction of vibration can have an effect on the critical
amplitude. The argument is supported in Fig. 15, which reports the critical amplitude for Ti − Tc =
500 and 20 mK for different cell sizes for q = 10% and f = 20 Hz. It can be seen that with all
the other parameters held constant the critical amplitude decreases with the increase in h and can
be approximated by a power law. This effect can be explained as follows. The induced perturbation
will be of higher strength by virtue of higher momentum associated with higher volume (or mass) in
a cell of larger dimensions, thereby leading to a lower critical amplitude for the onset of instabilities.
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FIG. 15. Critical amplitude for parametric instabilities for cells with different dimensions for two proxim-
ities to the critical point, Ti − Tc = 500 and 20 mK for q = 10% and f = 20 Hz.

4. Wavelength in parametric instabilities

The dispersion relation for immiscible fluids given by Ref. [32] is given by

ω2 = (ρ1 − ρ2)gk + k3σ

ρ1 + ρ2
.

Here ρ1 and ρ2 correspond to the density of the two fluids while σ and k represent surface tension
and wave number, respectively. A similar analysis, as in Ref. [23], is presented here with higher
quench percentage for a given proximity to the critical point (Ti − Tc = 500 mK). In Ref. [23],
wavelength was observed to decrease with Aω2 with an exponent of −0.35 based on a power-law
fit. A similar exponent is observed in the current paper for q = 10% [λ ∼ (Aω2)−0.36] while a
higher exponent is observed [λ ∼ (Aω2)−0.47] for q = 50% (R2 value 0.93 and 0.98, respectively)
as shown in Fig. 16. This can be ascribed to a higher variation in the density due to higher quench
percentage. It results in the dominance of nonlinear effects, thereby leading to a higher exponent
(−0.47), i.e., a faster decrease in wavelength than given by Eq. (A3) which is obtained by using a
linear stability analysis.

C. Stability analysis

One of the primary motivations to analyze SCFs under thermovibrational instabilities has been to
gain insights into the type of instabilities one may expect at different frequencies and amplitudes of
vibration. While these instabilities may be used in certain processes to our advantage, for example
mixing, in others it may be desired to isolate the system to these instabilities. The authors in Ref. [23]
presented a plot limited by the use of low q (10%, due to the use of a linear state equation). As the
current model makes it possible to analyze the system with a higher quench percentage, a similar
plot is presented in Figs. 17(a) and 17(b). It is presented as a function of different q and f , for two
different proximities to the critical point, Ti − Tc = 500 and 50 mK.

The plot illustrates that for amplitudes below the lower plane the system will be stable
with respect to both the described instabilities. Similarly, for amplitude bounded by the two
planes, Rayleigh-vibrational instabilities will be first observed, while above the upper plane both
instabilities will occur simultaneously. Thus, it can be observed that higher amplitudes are required
for the onset of parametric instabilities in both cases. The corresponding illustrations have been
presented in Fig. 18, showing various instabilities depending on the operating parameters ( f , A) as
marked in the figure itself.
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FIG. 16. Wavelength vs reduced acceleration for Ti − Tc = 500 mK with different quench percentages.

While it can be intuitively ascertained that it is easy to destabilize the fluid layers in parallel
due to shear, it can be explained by analytical reasoning based on the mechanism causing both
these instabilities. The Bernoulli-like pressure in Rayleigh-vibrational instabilities is observed to
grow with the square of the velocity difference, while in parametric instabilities, owing to the
momentum transfer, it will follow a linear relation with velocity. Furthermore, since the momentum
transfer occurs between two highly compressible fluids, some of the momentum is also expended in
compressing the fluid whereas no such loss can be ascertained in the case of Rayleigh-vibrational
instabilities.

FIG. 17. Stability plot describing critical amplitude for onset of Rayleigh-vibrational and parametric
instabilities as a function of quench percentage and frequency.
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FIG. 18. Stability plot illustrating different instabilities based on their operating conditions for
Ti − Tc = 500 mK.

IV. CONCLUSION

The current paper presents a two-dimensional numerical investigation of thermovibrational
instabilities in supercritical fluids under weightlessness, primarily Rayleigh-vibrational and para-
metric instabilities. These are observed when direction of vibration is normal and parallel to the
temperature gradient, respectively. The primary feature of the current paper pertains to investigation
of these instabilities with higher quench percentages, as high as 50%, and closer proximity to the
critical point (Ti − Tc = 5 mK). This is facilitated by the use of a mathematical model that evaluates
density directly from the mass conservation, incorporating the dependence of pressure on density
and temperature directly into the momentum equation, and thus is capable to take into account
the nonlinear variations of pressure with temperature and density. A comparison with experimental
observations shows a close match demonstrating the strength of the model to investigate systems
with large property variations.

It is found that it is possible to define, for both the instabilities, a critical amplitude for their onset,
which decreases with an increase in the quench percentage and frequency of vibration. The analysis
of dynamic behavior of wavelength in Rayleigh-vibrational configuration shows an interesting
observation wherein an increase in wavelength at higher acceleration is observed irrespective of
quench percentage. A trend for Rayleigh-vibrational number covering a wider span in terms of
proximity and quench temperatures is also observed. In the case of parametric instabilities, it
is found that the vibration critical amplitude depends on the cell size. While for low quench
percentage it is observed that the decrease in wavelength with acceleration nearly matches the trend
as in the case of Faraday instabilities in immiscible fluids, a faster decreasing trend is observed
at higher quench percentage which can be ascribed to dominance of nonlinear effects at higher
quench percentage. Finally, a stability plot highlighting critical regions in terms of thermovibrational
parameters (quench percentage, frequency, and critical amplitude) is presented wherein it is found
that critical amplitude for onset of Rayleigh-vibrational instabilities is lower as compared to that of
parametric instabilities.

APPENDIX

The Navier-Stokes equations presented in Sec. II are discretized using finite volume method on
a staggered Cartesian grid. The general time-discretization algorithm can be described as follows.
The initial conditions for the flow variables (ρ,V , P, T ) are given in the problem formulation.
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(1) The momentum equation [Eq. (2)] is discretized with forward first-order Euler in time. The
pressure P(n+1) reported here is described in detail in the next step:

ρ (n)

[
V (n+1) − V (n)

δt

]
= −∇P(n+1) + ∇ ·

[
μ(n)

(
∇V n+1 + ∇tV n+1 − 2

3
∇ · V n+1I−

)]
. (A1)

(2) In order to evaluate the pressure field, Eq. (4) is integrated over the time step of simulation,
δt , following which it can be written as

P(n+1) = P(n) − δt

(
1

χT
+ β2

PT

ρCvχ
2
T

)
∇ · V (n+1) + δt

βP

ρCvχT
∇ · (k∇T (n) ). (A2)

It is worth mentioning here that in Eq. (A2) we have simplified ∫ 1
χT

∇ · V dt ∼= δt
χT

∇ · V .
However, this simplification is not ascribed to the assumption that the divergence of the velocity field
is independent of time. It is more of a numerical simplification, where for the time step δt the integral
∫ 1

χT
∇ · V dt can be simplified using several possible choices such as δt

χT
∇ · V , δt

χT
[ ∇·V (n)+∇·V (n+1)

2 ],
or using Simpsons rule, etc. Since no difference in the results is obtained with either choice, we
have used the aforementioned approximation. Thus, from Eq. (A2), the expression for pressure at
time step (n + 1) is directly incorporated into the momentum equation, Eq. (A1), following which
it can be written as

ρ (n)

[
V (n+1) − V (n)

δt

]

= −∇
[

P(n) −
(

1

χ
(n)
T

+ β
2(n)
P T (n)

ρ (n)C(n)
v χ

2(n)
T

)
∇ · V (n+1)δt − δt

(
β

(n)
P

ρ (n)C(n)
v χ

(n)
T

)
∇ · ((−k(n) )∇T (n) )

]

+∇ ·
[
μ(n)

(
∇V n+1 + ∇tV n+1 − 2

3
∇ · V n+1I

)]
. (A3)

This highlights a very important step of the developed model wherein the dependence of pressure
on density (through ∇ · V ) is directly incorporated in the momentum equation with the implicit
contribution of the velocity field.

(3) The pressure is updated using Eq. (A2) utilizing the velocity field V (n+1) obtained by solving
Eq. (A3).

(4) The updated velocity field V is then used to implicitly evaluate the temperature field (T ) at
(n + 1) by discretizing the energy equation Eq. (3) (in the absence of a source term and viscous
dissipation) as

ρ (n)C(n)
v

(
T (n+1) − T (n)

δt

)
= −β

(n)
P T (n)

χ
(n)
T

∇ · V (n+1) + ∇ · (k(n)∇T (n+1)). (A4)

(5) The updated velocity field V at (n + 1) is further used to evaluate the density at time step
(n + 1) using the following relation [integrating the last part of Eq. (1)]:

ρ (n+1) = ρ (n) exp(−δt ∇ · V (n+1)). (A5)

(6) The fields of the variables are then advected from their respective total derivatives [see Eq. (5)]
through the total variation diminishing (TVD) scheme. The updated values of temperature (T (n+1))
are then used to evaluate thermophysical properties as described in Table I to be used in the next
iteration. The above process is repeated in time by setting the values at time (n + 1) to the values at
time (n).
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