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We consider the one-dimensional Majda-McLaughlin-Tabak (MMT) model that de-
scribes the interactions of nonlinear and dispersive waves. We perform a detailed numerical
study of the direct energy cascade. Our numerical experiments show the following. (i) In
the limit of small nonlinearity the spectral slope observed in the statistical steady regime
corresponds to the one predicted by the weak-wave-turbulence (WWT) theory. (ii) As the
nonlinearity is increased, the WWT theory breaks down and deviations from its predictions
are observed. (iii) It is shown that such departures from the WWT theoretical predictions
are accompanied by the phenomenon of intermittency, typical of three-dimensional fluid
turbulence. Our results clarify the role played by the wave-turbulence theory in the statistical
description of nonlinear-dispersive waves described by the MMT model.
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I. INTRODUCTION

Many physical phenomena are associated with the propagation of nonlinear dispersive waves.
When the number of degrees of freedom is large enough a statistical description becomes important.
The weak-wave-turbulence (WWT) theory is a very general framework by which the statistical
properties of a large number of incoherent and interacting waves can be studied. The theory [1-6]
is based on a systematic analytical approach that culminates in the so-called wave kinetic equation
that describes the evolution of the wave spectrum in time (homogeneity and weak nonlinearity are
assumed). The wave kinetic equation is thus the analog of the Boltzmann equation for classical
particles and in principle should be able to give reliable predictions for the statistical distribution of
energy as a function of wave numbers, as well as for various statistical observables.

The WWT theory has been applied to a variety of fields such as ocean waves [7,8], capillary
waves [9,10], Alfvén waves [11], and optical systems [12]. Weak wave turbulence constitutes hence
an interdisciplinary tool suitable for investigating the statistical mechanics of a large number of
interacting waves. A remarkable aspect of such a theory is that, in the presence of an external forcing
and dissipation, exact solutions of the kinetic equation describing constant fluxes of its quadratic
conserved quantities can be obtained analytically [3]. Despite the beauty of these theoretical results,
it is of paramount importance to verify if the assumptions behind the theory are realized in practice
and thus if this approach is suitable to address physical issues of complex wave systems.

A family of one-dimensional nonlinear dispersive wave equations, namely, the Majda-
McLaughlin-Tabak (MMT) model [13], was introduced as an, in principle simple, model for
assessing the validity of WWT theory; however, the results reported in [13] were somehow
discouraging and it was reported that “the predictions of weak turbulence theory fail and yield
to a much flatter spectrum compared with the steeper spectrum observed in the numerical statistical
steady state”. Deviations from the WWT predictions have been observed numerically in [14] and
have been associated with the presence of coherent structures such as quasisolitons [15]. The MMT
model has become paradigmlike for the verification of the WWT predictions. Indeed, this model
offers the rare opportunity to analyze turbulent dynamics over a large range of scales and it has
been proven to display much of the features relevant for turbulent flows [16], even though it is
a one-dimensional idealized model. Many studies have been devoted to the understanding of the
possible deviations from the mean-field predictions given by wave turbulence. Many numerical
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and experimental observations have pointed out the existence of nontrivial statistics [8,17-19], in
numerical experiments [20,21] and also in integrable systems [22]. As in strong turbulence, the
understanding of this phenomenon is for now elusive.

II. MODEL

In this Rapid Communication we address this issue of intermittency considering the following
model:
1/2
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where ¥ = y(x,t) and |8/3x|1/21p = F~|k|'/2F(y)], with F[---] and F~'[---] the direct and
inverse Fourier transform operators, respectively. The corresponding linear dispersion relation is of
the form Q(k) = +/|k|, which allows for four-wave resonant interactions. In addition, F and D are
two terms that have been included in order to mimic forcing and dissipation.
The model in (1) belongs to the MMT family of equations. In the absence of forcing and dissipation
Eq. (1) preserves the quantity N = f | (x)|>dx (which we refer to as the number of particles) and
the Hamiltonian H, which can be written as

1/4.112 1 4
H = Hyin + Hy = [ 119/0x|"dx + o | [y dx. )

The Hamiltonian is written as the sum of two terms Hj;, and H,; that account for a linear and a
nonlinear contribution, respectively. The crucial assumption of WWT is that € = H,;/Hj;, < 1.
This ratio thus constitutes a small parameter that allows the perturbative approach at the basis of the
development of the WWT theory.

By imposing a forcing confined at large scales (small k) and a dissipation at both large and small
(large k) scales, a direct cascade in k space, characterized by a constant flux of linear energy Hj;,,
is predicted by the WWT theory. As in the original work, the dissipation at large scales is added to
avoid energy piling up at the lowest mode, since the model supports also an inverse cascade [13].
In the statistically stationary regime, the spectrum is expected to exhibit the power law ny ~ k= !,
where n; = (|y|?), with the angular brackets indicating an ensemble average. Verification of such
predictions has failed so far [13—15]. In particular, a spectrum of the type n; ~ k~>/* has been
observed in numerical simulations as a new final statistical steady state, consistently with a different
closure proposed on heuristic grounds.

In order to produce a stationary direct cascade, we have performed numerical simulations with a
deterministic instability-type forcing, which can be written in Fourier space as

Fi = fl”k, k € [kmin,kmax], 3)
where f is a constant and a dissipation
Dy =D + Dy = k™" + vF k"), “)

with m,n > 0; v~ and vT are constant coefficients.
From Eq. (1) it is possible to establish four different time scales associated with dispersion,
nonlinearity, and high- and low-wave-number dissipation:

1 1
Tdisp = “773> Tnlin = 77 5>
P Vol

+ 1 - _ky

Tgiss = —Toms Tdiss = o)
diss V+k8 ’ diss V-

where ko and |{| are a characteristic wave number and amplitude, respectively. We can then
define the following dimensionless parameters as the ratio between the dispersive or dissipative and
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TABLE 1. Parameters of the two numerical simulations whose spectra are shown in Fig. 2. The values of
the power of the hypo- and hyperviscosity terms are, respectively, m = 8 and n = 8.

Run f Komin Komax € Re; Re,
1 0.02 4 7 0.5 5 x 102 2x 1073
0.02 4 7 12 5% 10% 2 x 1073

nonlinear time scales:

N N 7 G 7
0= T2 (U vHE’ 0 — o=
k 0

(6)

where Re™ is the analog of the Reynolds number in fluid mechanics. In terms of these parameters,
Eq. (1) takes the form

Iy

1 1 1
i =LY+ WY+ F+ oD+ D, (7
0

ot Rey Rey

where all the variables and the operators £, F, and D are now dimensionless. Given a computational
domain, €, Reoi, and the forcing amplitude represent our control parameters. In order to extricate
the different physical effects, we will keep the forcing and the Reynolds numbers constant and
change only €. The latter parameter indeed controls the ratio between nonlinear and linear energy
and therefore represents the key parameter in the WWT theory. Once a simulation has reached a
stationary state, we will also monitor the degree of nonlinearity of the asymptotic state by considering
the ratio of the nonlinear to the linear Hamiltonian:

f [y |*dx

2/ [19/0x|"*y|*dx

€ = €

®)

Note that the relation between €, and € calculated when a stationary state has been reached is not
obvious; in the next section we will find out that the relation between € and ¢ is quasilinear.

We have solved Eq. (7) through a Strang splitting pseudospectral method. In the unforced and
undamped case, the method guarantees a conservation of the number of particles and Hamiltonian
with a high degree of accuracy. Simulations have been performed in a periodic box of size L = 2x
with a number of modes set at 2!3. The time marching is carried out with At = 0.01.

The coefficients €) and Re: and f are selected and the simulation is run until the total number
of particles has reached a stationary state. Among the many simulations performed, for the sake
of clarity, we will focus on two choices of parameters identified as runs 1 and 2 in Table 1. The
two cases differ only in the €y. Note that the values of the Reynolds numbers displayed cannot be
related to physical conditions in a straightforward manner; indeed, their value is dictated by the
use of the hyper- and hypoviscosity in the dissipation terms whose only role is to act as a sink of
energy (particles) in the high- (low-) wave-number region of the spectrum. Concerning the nonlinear
parameter €, its value is quasilinearly dependent on € (see the inset in Fig. 3), the ratio between the
nonlinear to linear Hamiltonian; the latter is a measure of the square of the steepness of the waves.
In Fig. 1 the evolution of the number of particles for two numerical simulations is plotted. The figure
shows that, after a transient, a statistically stationary state is reached. It is also possible to appreciate
that the fluctuations of the number of particles are not small, especially for the more nonlinear case,
run 2.

Once a stationary state is reached, the spectra and all the other statistical observables are computed,
averaging over time until a satisfactory convergence is reached. Over the same amount of time, the
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FIG. 1. Evolution of the number of particles for the simulations run 1 (in blue) and run 2 (in red).

averaged value of € is calculated in order to characterize the degree of nonlinearity of the numerical
experiment.

III. RESULTS

In Fig. 2 spectra obtained averaging for times larger than 10 000 are shown. Both spectra show a
power law over a range of about one decade, in the interval k € [15,100]. This scaling is far from
both the forcing and the dissipative scales and it corresponds therefore to an inertial range. The figure
shows that run 1, characterized by a lower value of €, displays a spectral slope that is in agreement
with the WWT prediction, while the spectral slope for run 2 appears steeper (see the inset in Fig. 2).
Notably, run 2 evidences a statistical steady state in agreement with the MMT spectrum.

In order to appreciate the dependence of the spectral slope y on € we have performed a number of
numerical simulations by keeping f and Re(j)[ constant and changing €y from 0.1 to 12.5. In all these
cases, a fit is then performed in the inertial range (k € [20,100]). The results are shown in Fig. 3,
where the spectral slope y is plotted as a function of €. Interestingly, for € < 0.2, the slope is in
agreement with the prediction of the WWT y = 1. Increasing ¢, the slope of the spectrum changes
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FIG. 2. Spectra of the two numerical simulations whose parameters are reported in Table I. In the inset, the
spectra are shown after multiplication by k. The plot is on a linear-logarithmic scale. As in all figures, run 1 is
blue and run 2 red.
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FIG. 3. Slope of the spectrum as a function of the nonlinear parameter €. In the inset € is plotted as a
function of the control parameter €.

continuously, attaining the MMT prediction y = 5/4 for € 2 0.6 and reaching steeper slopes for
higher values of €. In the inset we show the quasilinear relation between the control parameter €,
and the effective degree of nonlinearity of the simulation €.

In order to look for other signatures of the transition from weak to strong turbulence we compute
the quantity |1/ (k,w)|?, plotted in Fig. 4. It is evident that for run 1 the linear dispersion relation is
nicely followed. On the other hand, higher nonlinearity, as in run 2, leads to a broadening of the
frequencies at all scales; in such conditions the WWT theory cannot be applied.

As for the velocity field in Navier-Stokes turbulence [23], we consider as the relevant tool for
analyzing the intermittent behavior of the wave field the structure functions, defined as

Sp(r) = {18y (nI”) = / 189 ()P P(8y)dsy, (C))

with §¥» = Re[yr(x +7) — ¥ (x)], where Re denotes the real part. In addition, P(§y) is the
probability density function (PDF) of the random field 8. For the Wiener-Khinchin theorem, the
spectrum is the Fourier transform of the autocorrelation function [23]. Therefore, since the spectral
slopes change for different values of €, we may expect that also S,(r) would scale differently as
€ changes. Assuming then that S,(r; €) scales like 7$(©) and that the process is self-similar (as we
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FIG. 4. Frequency or wave-number spectrum | (k,eqw)|? for (a) very small nonlinearity, run 1, and (b)
large nonlinearity, run 2. For each k the values have been normalized with the maximum in w in order to
emphasize the shape of the dispersion relation.
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FIG. 5. The ESS scaling exponents £, /¢, as a function of p for run 1 (blue) and run 2 (red). The solid line
is the prediction for a self-similar process. The inset shows the flatness S4(r)/S(r)? as a function of r.

will see, the latter assumption does not hold for large nonlinearity), i.e., the statistical properties are
scale invariant, then we can make the prediction that the relative scaling is universal. In that case,
since S, ~ rir© ~ §P/2 ~ p(P/D0© e would expect that ¢,(€)/¢2(€) = p/2, i.e., € independent
and linear in p. However, if the PDF is not self-similar, higher moments do not follow any simple
scaling relation with respect to the second one; therefore, we have that ¢,(€)/¢>(¢) is a nonlinear
(possibly e-dependent) function of p. In this case, we are in the presence of an anomalous scaling,
as is the case in turbulent flows [24]. Since it is difficult to estimate accurately ¢, from the scaling of
S,(r) versus r, the most appropriate procedure turns out to be to plot higher-order structure functions
versus S, and get directly the relative scaling exponent [this technique is known as the extended
self-similarity (ESS) and was developed [25] for moderate Re flows]. It should be stressed that in
the case of hydrodynamic turbulence the exact 4/5 law due to Kolmogorov [24,26] implies that the
third-order longitudinal structure function of velocity must grow linearly with the separation (in our
notation, {3 = 1). In that context it is then natural to apply the ESS procedure by computing £,/¢3.
No such law is available for the MMT model, so the choice of the reference moment is here arbitrary.

In Fig. 5 the ratio between ¢, and ¢ is shown for the two simulations discussed previously. We
observe that, while both curves display a discrepancy with respect to the theoretical prediction, run 2
exhibits a degree of intermittency much larger than run 1, which is consistent with results obtained in
very different wave systems [8,20,27]. The nonlinear behavior of ¢, /¢, shown in Fig. 5 implies that
for any structure function of order p > 1, the ratio S,(r)/Sx(r)P/* ~ r®»=P%/2 increases as r — 0,
or at least down to the dissipation range.

In particular, this is true for the flatness F = Su(r)/ S%(r), which takes the value F = 3 for a
Gaussian field and does not depend on r for any self-similar field. On the other hand, an increasing
flatness at small separation indicates that large fluctuations are more frequent at those scales, a
phenomenon called intermittency [24]. In particular, the inset of Fig. 5 shows that the F(r) is
constant for the weakly nonlinear run 1 (for which F & 3 as in Gaussian case), while for more
nonlinear conditions the flatness is observed to increase up to ~4.5 at small separations.

The increasing impact of extreme fluctuations at small scales can be better appreciated by
inspecting the PDFs P(§v) at different separation scale r. Figure 6 shows the PDFs of increments,
normalized by their standard deviation o, for different values of the nonlinearity €. The statistics
from run 1 (low nonlinearity) are shown in Fig. 6(a). In this case the PDFs cannot be distinguished
from a Gaussian distribution at all separations but at large ones, where they display sub-Gaussian
tails. In contrast, Fig. 6(b) shows that run 2 (high nonlinearity) displays strongly non-Gaussian
statistics at small scales, with wider and wider tails with decreasing separations. Gaussian statistics
are still found at intermediate separations. Again, distributions with sub-Gaussian tails are observed
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FIG. 6. Probability density function of the increments §y over different values of the separation  for runs
1 and 2.

at large scales. The scale dependence of the tails of the distributions is indeed the signature of
intermittency.

IV. CONCLUSION

We have addressed the issue of intermittency in wave turbulence considering a paradigmatic
model, i.e., the MMT one with /]k| dispersion. Our numerical results indicate that if the nonlinearity
is sufficiently small, the statistical steady dynamics is well described by the WWT theory. The
important point is that the nonlinear energy must be much smaller than the linear one. In this case,
there is no (or very little) sign of intermittency and the WWT theory gives accurate predictions
not only for the energy spectrum but also for the whole probability density function of the wave
field, which is quasi-Gaussian at all scales. On the other hand, when nonlinearity starts to become
large enough, we have shown that the dynamics is even richer than previously depicted, confirming
that the MMT model is particularly complex. In particular, we have pointed out that there appears
to be a continuous transition from weak to strong turbulence as the nonlinearity is increased. In
this case, WWT ceases to represent correctly the system and anomalous scaling is observed, with
spectra that differ from the WWT predictions. We have also found out that intermittency is present,
with a phenomenology that is similar to that encountered in fluid turbulence. Interestingly, the
MMT spectrum is just one of the various possible statistical steady states. A possible explanation of
this transition is related to the triggering by nonlinearity of modulational instabilities, which have
been found to take place in defocusing MMT [28,29]. We expect that our results will motivate and
encourage further research and application of wave-turbulence theory. In particular, it would be
desirable to include the phenomenon of intermittency in the wave-turbulence formalism.

As a conclusion, we recall that the wave-turbulence theory is the basis for many applications such
as the forecasting of ocean waves; the wave kinetic equation (the major outcome of the theory) with
forcing (wind) and dissipation (wave breaking) is solved everyday operationally by agencies such as
the European Centre for Medium-Range Weather Forecasts or National Oceanic and Atmospheric
Administration for predicting the wave periods and heights on a global scale. Therefore, establishing
the limitations of the theory is of fundamental relevance for improving the wave forecasting
models.
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