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Two vortices of opposite sign in two dimensions merely move along parallel lines. We
show that even a small buoyancy completely changes this dynamics. When the vortices are
of different density from their surroundings, buoyancy produces a lateral drift by Kutta lift.
This causes the density patches to merge, and the vortex dipole to collapse. This is followed
by a rapid upward (for light vortices) ejection and creation of small-scale structures by
baroclinic torque. Our simple analytical equation explains the trajectory of the vortices. We
show that these events occur in viscous simulations of many buoyant vortices.

DOLI: 10.1103/PhysRevFluids.2.034702

I. INTRODUCTION

Like-signed vortices in two-dimensional flow merge to form larger structures in a process that is
well understood (see, e.g., Refs. [1,2]). In contrast, a pair of oppositely signed vortices—a vortex
dipole—without gravity simply moves on lines parallel to each other (and perpendicular to the line
joining the vortex centers). Our main finding is that vortices which have density patches coincident
with them experience, under the action of buoyancy, a Kutta (or Magnus) lift, which causes the
vortices to drift laterally. This lateral drift can lead to the collapse of suitably oriented vortex dipoles.
In the sequence of events leading to the dipole collapse, the kinetic energy of the system is sacrificed
to potential energy. The vortices and density patches are significantly stretched during this process,
and this leads to the generation of vorticity at small scales. Solutions from our analytical equation,
based on simple physical arguments, agree well with full viscous simulations. This mechanism
provides a route for the generation of vorticity at, and hence a cascade of energy to, small scales. We
find such dipole collapse events in many-vortex simulations. For simplicity, we restrict our study to
two dimensions.

Buoyancy-driven vortical flows are of great significance and have been studied in a variety of
situations, most prominently in atmospheric flows [3-5] (see also Ref. [6] and references therein, and
Ref. [7] and references therein in the context of vortex rings). Such vortex rings are encountered in the
ringlike patterns following a nuclear explosion. Turner [4], from inviscid theory and experiments,
showed that light vortex rings expand in their radius. Buoyant vortices also have an important
application in the formation of large-scale cloud systems in the atmosphere [8]. Plumes and thermals
aided by turbulent convection transport lighter density fluid to high altitudes [6]. In clouds, buoyant
vortices can also arise from the effects of particle inertia [9]. Water droplets, which act as nuclei
for condensation of vapor, are centrifuged out of regions of vorticity, leaving voids where no
phase change occurs. Since condensation and the resultant latent heating occur only outside vortical
regions, the region outside the vortices is heated up, leaving the vortices colder (and denser) than their
surroundings. For a recent historical review of the relevance of such fluid dynamic phenomena to
cloud physics, see Yano [10]. The major body of earlier work has been on isolated buoyant vortices,
but our primary interest is in the interaction between vortices. Our findings have significance for all
the flows discussed.
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A study of vortex dipoles in stratified environments was carried out by Garten ez al. [11]. They find
that the collapse of the dipole occurs because of countersigned vorticity at the edge of the original
vortices created because of baroclinic torque. In contrast, we have no background stratification
and find little or no countersigned vorticity at the edges of our vortices until the late stages of the
dynamics. Since we do not add noise to the system, we also do not find the oscillations of the
direction of propagation of the dipole reported by Garten et al.

Counter-rotating vortices in the absence of buoyancy are known, in three dimensions, to undergo a
cut-and-connect instability to form vortex rings [12]. Our study, since it is two-dimensional, excludes
this possibility. A three-dimensional study where the present mechanism and the cut-and-reconnect
mechanism are in competition would be of interest.

In the following, we use “merger” and “collapse” interchangeably with the understanding that
they refer to the process in which the density patches associated with the vortex dipoles merge,
whereas the vorticity associated with the dipole is erased via the action of baroclinic torque.

II. LIFT ON BUOYANT VORTICES

Consider a two-dimensional vortex of circulation T, located in a concentric circular patch of
fluid that is different in density from its surroundings, in a gravitational field. The Reynolds number
for such a vortex, given by Re = I' /v, is usually high. We therefore assume that vorticity does not
diffuse significantly during the time of evolution of the dynamics, and our viscous simulations bear
out this assumption. The density difference gives rise to a buoyancy force, causing a light vortex to
rise vertically upwards with a velocity v relative to the surrounding fluid. In our simplified theory
we model the vortex as a rotating cylinder, which by the Kutta-Joukowski theorem [13] experiences
a lift force (Magnus force) per unit normal length given by

fL = p()(r X V). (1)

‘We know that spinning solid bodies can, under the action of the Magnus force, execute complicated
trajectories [14,15]. This lift exists because of the relative velocity v between the bodies and the
fluid. We find that the density difference between a vortex and its surroundings, in a gravitational
field, is necessary (and sufficient) for v to be nonzero and for the generation therefore of Kutta lift.
The density difference can be characterized by an Atwood number, A = (py9 — p;)/ po, the density
of the core being p; = po(1 — A) where py is the density of the surroundings. Under the Boussinesq
approximation, light- and heavy-cored vortices behave in mirror-opposite ways: The potential energy
of light-cored vortices increases as they are pushed downwards (since buoyancy tries to push them
upwards) and vice versa for a heavy-cored vortex. This is also true for the lift on the vortices, since
the relative velocity v in Eq. (1) will have opposite signs for light- and heavy-cored vortices. This
can also be seen by looking at the equation for the vorticity in Eqs. (6) and noting that the signs of
both the buoyancy and the vorticity have to be reversed for the equation to remain unchanged.

We now consider a vortex dipole and define its orientation as the direction in which the dipole
would move in the absence of buoyancy. For the vortex dipole to collapse under the action of lift, it
has to be oriented such that its potential energy tends to increase initially. With no loss of generality,
therefore, we consider the case where the core is lighter. The vortex experiences a buoyancy force
(per unit length) given by

f, = go0AA], 2)

where g is acceleration due to gravity, A is the area of the compact vortex, and J is the unit vector
in the vertical direction. For a Rankine vortex of diameter dy and vorticity wy inside a core of area
A= ndg /4, we have T' = wyAk, where £ is a unit vector along the axis of the vortex. Introducing
a drag proportional to the square of the relative velocity of the vortex and the surrounding fluid, and
nondimensionalizing the above equation using the length and time scales, L = dy and T = 1/wy,
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the equation of motion of the vortex centroid can be written as

dv Fr? s kxv Bao|| 3)
- = — V|V,
i 1-a' T a—a P

where B is the drag coefficient and Fr* = a)%L /gA is the square of the Froude number. We only
consider the inviscid case, § = 0, here. Equation (3) can be integrated for a single vortex to give,
for the horizontal and vertical components of velocity respectively,

dx 1 I 1 t 0. t
Vy = — = ——5 v — |cos — v, sin R
dt Fr? O Fr? 1-A “li-a4

dy 0 t I I 1. t @
vy = — = V,COS v — |S1n .
YT dr y 1—A P2 1—A

where the superscript O refers to an initial condition. This gives an oscillatory solution in general
and has the equilibrium solution

1

v":_ﬁ’ v, =0, ®))
for suitably chosen initial conditions. Upon integrating Eq. (4) it is clear that a vortex with wy > 0
will move leftwards linearly in time with a speed inversely proportional to Fr?, with its trajectory
modulated by an oscillation at frequency (1 — A)~'. The direction of motion is reversed if the
sign of vorticity is changed. Therefore, two appropriately located opposite-signed vortices will
move towards and collide with each other. In turbulence, vortices are closer to Lamb-Oseen than
to Rankine, but the idealized inviscid theory, with no fitting parameters, is able to reproduce the
behavior of a buoyant vortex, as seen below.

III. DIRECT NUMERICAL SIMULATIONS OF LIGHT GAUSSIAN VORTICES

We now test the model against direct numerical simulations (DNS) of the two-dimensional
Navier-Stokes and scalar density Egs. (6) below:

a—w—i—u Va):ivzw—i—a—B,
at Re ox
ap 1 2
E—i_u' P=Re.pr
_ 1 (po—p)
_ﬁ Lo '
VY =—w,
oy
uzg,
oy
===, (6)

We start with Gaussian vortices and density patches. The simulations are done with a Fourier
pseudospectral method with 1024% (for the two-vortex cases) or 40962 (for the many-vortex
simulations) collocation points with an SSPRK3 scheme for the advection terms combined with
a Crank-Nicolson scheme for the viscous terms. The code has been validated against Ref. [16]. The
Reynolds and Froude numbers of the simulation are given by

_ Qd} Q3dy

Re , Fr? =
v gA

, (7
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FIG. 1. The sequence in the collapse of a vortex dipole with lighter patches. Top: vorticity contours; bottom:
density contours. The vortices move downwards and towards each other. Their density patches merge when the
potential energy is at a maximum (height is lowest). A strong upward thrust follows, with baroclinic vorticity
produced opposite from the original. The dimensional time ¢* left to right is 0,5,10,15, and 20; Re = 5000;
and Fr® = 25.
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where € is the peak vorticity, dy is the characteristic radius of the Gaussian vortices, and v is
the kinematic viscosity. For all our simulations, we use A = 0.1. Note that, unless explicitly stated
otherwise, we report results from our simulations in dimensional units (i.e., £y # 1 in Fig. 1, for
instance).

We notice in Eq. (4) that a vortex with an initially stationary centroid at large Froude number will
oscillate with an amplitude much smaller than its radius, and in a viscous simulation of a Gaussian
vortex we expect to observe only a steady leftward motion. In fact we find that the mean leftward
velocity is independent of the Reynolds number for a wide range of Reynolds numbers, in agreement
with Eq. (4). This is shown in Fig. 3. However, we do not capture the oscillation frequency in our
simulations; this is in part because of the ambiguity associated with defining a center for the vortices
(which no longer maintain a circular shape).

IV. ANNIHILATION OF VORTEX DIPOLES

Figures 1 and 2 show pictures from a simulation of a vortex dipole (a movie showing the merger
in slow motion is included in the Supplemental Material [17]). The Biot-Savart velocities induced by
the vortices on each other point downwards, and the dipole moves downwards initially. As the dipole
carries the light patches downwards with it, the system gains in potential energy, with a corresponding
loss in kinetic energy. The vortices in the dipole are “lifted” towards each other, retaining, for
Fr? > 25, a more or less circular shape. Deviations from circularity, for relatively low Fr?, take
the form of spiral arms of vorticity around the parent vortices. Since the density patches are also
deformed, baroclinic torques lead to the creation of a small amount of countersigned vorticity near the
spiral arms. These spiral arms have vorticity of the same sign as the parent vortices and are eventually
reabsorbed into the parent vortices, becoming penumbral regions around the parent vortices.

As the vortices come closer to each other, they accelerate and the vorticity in penumbral regions
is detrained first. The vortices (and the density patches) are also significantly stretched, massively
increasing the baroclinic production of vorticity (of both signs). This happens both in the vicinity
of the vortex dipole and in the detrained regions. The gradients of density are steepest in the region
between the two vortices, where the vorticity produced is of the same sign are the parent vortices.
The gradients on the outer edges of the vortices are shallower and start acting much later (r = 15),
producing countersigned vorticity. The system of vortex dipole and the detrained regions now
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FIG. 2. The sequence of events leading to the collapse of the vortex dipole. Top: vorticity contours; bottom:
density contours. The (dimensional) time from left to rightis 15.5,16.5, and 17.5. First, as the vortices near each
other, they are stretched vertically, and the detrained tail almost separates from the dipole (t* = 15.5, left). Then,
as the parent vortices are shrunk by the action of baroclinic torque, the downward motion is arrested (+* = 16.5,
middle). And finally, as the dipole begins to move upwards, the vortices are erased entirely (+* = 17.5, right).

resembles a tadpole. The tail of this tadpole is made up of vorticity and density detrained from the
vortex dipole. The vorticity produced in the tail region causes the tail to detach from the vortex dipole.

The density patches of the vortex dipole merge at around ¢ = 15.5 and the baroclinic term vanishes
in the region between the vortices. On the outside, however, the baroclinic term continues to erase
the vorticity of the parent vortices, until they are so weak that the dipole comes to rest and starts
to move upwards against Biot-Savart (¢ = 16-16.5). This happens before the vortices disappear
entirely. At this point, there are two tails in each half of the domain: one tail, of the same sign as
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FIG. 3. The leftward velocity of a single vortex matches the theoretical value of 1/Fr® and is independent
of the Reynolds number for a wide range of Reynolds numbers.
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FIG. 4. The total enstrophy and the kinetic energy explode after the vortices come together. Here Re = 5000,
Fr? = 25. The merger time is taken to be the time at which the kinetic energy reaches a minimum.

the parent vortex from which it was detrained, and another caused by baroclinic production. The
baroclinically produced tail is further away from the center. As the dynamics proceed, the tails bunch
up into separate vortices which then pair up.

Figure 4 shows that the enstrophy increases dramatically after the merger (denoted by the vertical
dashed line plotted at the time at which the kinetic energy reaches a minimum). A smoothed plot of
the location of the maximum vorticity (the dashed line) shows that the vortices reach their minimum
height at around the same time as the kinetic energy reaches a minimum. The blip in the position
of maximum vorticity around the merger occurs because of the annihilation of vorticity around
the merging density patches. We note that the dynamics of buoyant vortex dipoles is distinct from
that of unlike-signed line vortices of constant density perturbed sinusoidally, where the vortices
reconnect [12].

The trajectories predicted from our idealized equations capture the motion of vortices very well
whether or not there is a left-right symmetry, as seen in Fig. 5, only failing when the vortices come
very close to each other and are significantly distorted. The analytical prediction is much better
for the larger of the Froude numbers since the vortices are less prone to distortion and because the
baroclinic torque production is lower.

‘We may define a merger time fmerger as the time at which the density patches overlap, and the kinetic
energy is at its minimum (Appendix A provides an explanation of why the two times coincide). We
use this definition for both inviscid and viscous simulations. If the vortices are assumed to approach
each other at the velocity given by (5), a simple scaling argument gives

Ax®  Ax?-Fr? g

tscalmg = 2Ux - D) s ( )
if the vortices start a distance Ax? apart. Figure 6 shows that merger times found by numerically
integrating Eqs. (3) agree almost exactly with the scaling relationship in Eq. (8) for symmetric initial
conditions. Merger times from viscous simulations are slightly longer than the scaling relationship
predicts, since the vortices are significantly distorted as they come close to each other. In realistic
simulations, asymmetric initial conditions would be more relevant. Merger times are unchanged for
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FIG. 5. Comparison of the time trajectory of the maximum vorticity between idealized theory (solid lines)
and simulations (symbols). At higher gravity (lower Fr), the maximum vorticity can be in the filaments of
baroclinic vorticity rather than at the original vortex, so systematic deviations are seen from the theory.
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FIG. 6. Dependence of #erger 0N the Froude number.
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FIG. 7. The state, att = 25, of evolution of a system of vortices in a periodic box (with Re = 5000, Fr*> = 25
based on the strength of a single vortex). The vortices are initially of identical strengths, and equal numbers are
positive and negative. Top row: system with no buoyancy; bottom row: with buoyancy. Left: vorticity; right:
density.

the asymmetric initial configurations shown in the right panels of Fig. 5, but the maximum kinetic
energy and enstrophy after merger are smaller (as can be seen in Fig. 14 in Appendix B).

V. DNS OF MANY VORTICES IN A PERIODIC BOX

We now ask whether the effect of gravity on light vortices will affect turbulent flow. We perform
a simulation with 100 Gaussian vortices of the same strength (equally distributed between positive
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FIG. 8. Enstrophy (left axis, black) and kinetic energy (right axis, blue online) evolution for the many-vortex
simulations, with (solid lines) and without (dashed lines) buoyancy.
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FIG. 9. The determinant of the strain matrix for simulations (with 4096 points) with many vortices in a
periodic box. Left: with buoyancy; right: no buoyancy. The figures are plotted for ¢ = 20.

and negative) placed randomly initially in a periodic box of side 127. We allow for the vortices
to overlap. The Reynolds number based on the circulation of one vortex is 5000, A = 0.1, and
Fr? = 25. For contrast, we run simulations with gravity switched off. Here, the density patches act
merely as passive scalars, with no buoyancy effects.
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FIG. 10. KE spectrum for simulations with many vortices in a periodic box. The kinetic energy spectra at
different times (dimensional time * = 1,10,20,30) for simulations with and without buoyancy. We use 1000
bins to plot the spectra. The spectra with buoyancy effects (solid lines) included are much fuller than the spectra
without buoyancy effects (dashed lines) and closer to k> scaling shown in the figures.
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FIG. 11. Enstrophy spectra for simulations with many vortices in a periodic box, showing that the spectra
with buoyancy effects (solid lines) included are much fuller than the spectra without buoyancy effects (dashed
lines), and closer to k~! scaling shown in the figures. The same procedure as in Fig. 10 is followed.

Figure 7 shows the state of the two systems at t = 25. The movie in the Supplemental Material
[17] shows several collision events (see Appendix C) which create small-scale structures and lead
to the initial steep rise in enstrophy and kinetic energy seen in Fig. 8. Note that not all small-scale
structures are caused by vortex collisions.

The message of Fig. 7 is reiterated strongly in Fig. 9 where we plot the determinants of the
strain matrix for simulations with and without buoyancy. The significantly higher values of det(S)
for the buoyant case directly quantify the effects of buoyancy. It is evident that baroclinic torque
significantly stretches and distorts buoyant vortices.

Finally, we plot the kinetic energy and enstrophy spectra. Figures 10 and 11 show the kinetic
energy and enstrophy spectra, respectively, for simulations with and without buoyancy. We see that
the higher wave numbers have significantly higher contributions in the simulations with buoyancy,
showing that buoyancy induces a forward cascade. This can be explicitly seen in Fig. 12 where
the kinetic energy fluxes in spectral space are plotted for simulations with and without buoyancy.
The flux for the case with buoyancy is positive for k > 10, showing that energy is transferred from
large to small scales. We also note from the figures that the simulations with buoyancy behave more
like fully developed stationary turbulence (i.e., E(k) ~ k~3) than the simulations without buoyancy.
This is to be expected, since our system is not forced except for the contributions of buoyancy. The
time at which the spectra look like fully developed turbulence is of the same order as the time at
which the kinetic energy and enstrophy in the system peak (see Fig. 8).

In summary, our theory and simulations show that even low levels of buoyancy can greatly
influence vortex dynamics and turbulence. In our dramatic example, Kutta lift, acting as a Magnus
force, propels two opposite-signed vortices towards each other, leading to their collision and the
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FIG. 12. Energy fluxes in spectral space for the simulations of many vortices in a periodic box. The flux is
positive for the case with buoyancy, showing a forward cascade of energy to smaller scales.

merger of their density cores. During this part of the process, the system moves downwards,
sacrificing kinetic energy for potential energy. This is followed by rapid upward motion, associated
with high strain and energetic small scales, as revealed by the kinetic energy spectrum.

APPENDIX A: CALCULATION OF tyerger

In the paper, we calculate #yerger, the merger time for a pair of unlike-signed vortices, by looking
for when the kinetic energy of the system—as measured by summing %(u2 + v?) over all grid points
in DNS or by calculating the Biot-Savart induced velocities from the two vortices on a grid of points
in the analytical simulations—reaches a minimum. We now justify this choice. Figure 13(a) shows
that the kinetic energy is an excellent measure of when the vortices “collide” in model simulations.
Figure 13(b) shows that kinetic energy calculated from the model compares well with the kinetic
energy calculated from DNS until merger, with the caveat that the kinetic energy in DNS does not
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R ---Analytical el

4t
w
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0 ‘ ‘ ‘
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FIG. 13. The kinetic energy (calculated as described in the text) for a pair of unlike-signed vortices with
Re = 5000 and Fr?> = 25. The figure on the left shows for simulations of the model equation (3) (with 8 = 0)
the variation of the kinetic energy and the separation between the vortex centroids. The figure on the right
shows how the kinetic energies in model simulations and DNS compare with each other.
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FIG. 14. Plots of kinetic energy (left axis, red curves) and enstrophy (right axis, blue curves) for the
asymmetric conditions(dashed curves) compared with the symmetric conditions (solid curves) from Fig. 3. The
dotted lines are plots for the asymmetric conditions. Ax? and Ay® are the initial separations between the vortices
(Ay° = 0 for the symmetric initial condition). Left: Re = 5000 and Fr? = 25; right: Re = 5000, Fr* = 100.

go to zero. Note also that, in the model, the rise of the kinetic energy after collision is symmetric to
its fall before collision; this is not true in DNS.

APPENDIX B: ASYMMETRIC INITIAL CONDITIONS

Figure 3 shows vortex collisions with (left-right) symmetric and asymmetric initial conditions.
In the asymmetric initial conditions, the two vortices are not at the same horizontal level. The model
developed in our work captures the behavior of vortices even in these conditions. Not all such pairs
of vortices will collide, of course. Two vortices that are too far separated in the y direction are
unlikely to collide. They will instead just come close to each other before sling-shotting past each
other. In the cases where vortices do collide, the collision times #yerger are about the same as for the
symmetric case. This is seen in Fig. 14. Note also that the maximum enstrophy produced is markedly
higher for the symmetric initial condition, showing that not all unlike vortex collisions are created
equal.

APPENDIX C: INCLUDED MOVIES

1. Vortex-dipole collapse

The slow-motion movie (“slow_motion_Re5000_Fr25.avi”) included in the Supplemental
Material [17] shows in detail how the opposite-signed vortices collide and the density patches
associated with them merge. As the vortices come closer to each other, they are stretched and
distorted, eventually leaving behind them comet-tail-like trails of lower density. The vorticity around
the main density patches is all but annihilated under the action of baroclinic torque, allowing the
density patches to merge and come to rest. As this is happening, the comet tails of lower density have
generated their own vorticity of opposite sign to what they were initially associated with. Finally, as
the entire system begins to rise, the combined density patch shoots upwards to overtake the density
tails.

2. Many-vortex simulations

The movies (‘light_manyvor.avi’ and ‘nobuoy_manyvor.avi’) included in the Supplemental
Material [17] show the dynamics of 100 vortices. The simulations were started with identical
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initial conditions, except that one simulation had buoyancy switched off. The patches of density
act merely as a passive scalar in the no-buoyancy simulations. Several collision events can still
be seen in the movie of the buoyant vortices. For instance, at t = 2, the following (x,y) locations
have collisions occurring near them: (i) x = 0,y = 30, (ii) x = 20,y = 30, (iii) x = 32,y = 32, and
@iv) x = 5,y = 5. Note that some of these are collisions between more than one vortex, a possibility
we have not discussed in the paper.
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