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Configurational temperature in dusty plasmas
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The temperature of a dust ensemble in a dusty plasma is one of its most fundamental properties. Here,
we present experiments using the configurational temperature as a for the temperature analysis in dusty
plasmas. Using a model of the particle interactions, the configurational temperature allows us to determine the
temperature of the dust ensemble from measurements of the particle positions, rather than particle velocities.
The basic concept will be presented and the technique is applied to two-dimensional finite clusters as well
as three-dimensional data from an extended dust cloud. Additionally, the configurational temperature can be
used to derive the particle charge and the screening length from a comparison with the standard kinetic
temperature.

DOI: 10.1103/PhysRevE.99.063203

I. INTRODUCTION

A dusty plasma often is generated by injecting spherical
microparticles into a plasma. Due to the high mobility of
the electrons, the micrometer-sized particles (called dust)
typically attain a negative charge of several thousands of ele-
mentary charges. On the one hand, the micron-sized particles
are large enough to be directly observable with video cameras
when the particles are illuminated by a laser. On the other
hand, the particles are small enough to exhibit measurable
Brownian motion [1–3]. This stochastic motion of the par-
ticles, which mostly results from collisions with the neutral
gas, can be associated with a temperature. To clarify, here and
in the following the term temperature is associated with the
random motion of the particles and not the surface or bulk
temperature of the particle material itself. This temperature is
an important basic property of particle systems in a plasma.
It can be used, for example, to relate the dusty plasma with
thermodynamic properties [4–6] or to characterize crystaline
states [7–12] of the ensemble.

The temperature of such particles in a dusty plasma
is usually determined experimentally by measuring and
analyzing the velocity of individual particles [3,13] or
by particle image velocimetry [14,15]. The kinetic dust
temperature T is then derived from the root-mean square of
the particle velocities v as

1
2 kBT = 1

2 md〈v2〉, (1)

with md being the particle mass and kB being Boltzmann’s
constant.

In this paper, we present an alternative method to deter-
mine the temperature of a dusty plasma. This concept, called
configurational temperature, is adopted from analyses in the
fluid community [16,17]. There, the random deviations of
the particles from their equilibrium positions are used as a
measure of temperature. The local excursions of a particle in
the local confinement reflects its thermal agitation. Thereby,
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the forces from neighboring particles determine the local
confinement.

The important difference between configurational temper-
ature and kinetic temperature for the experimenter is the fact
that the configurational temperature relies on the measure-
ment of the particle positions instead of their velocities. Ve-
locity measurements using video cameras can be often prob-
lematic, as a sufficiently high frame rate has to be achieved
which competes with the low-light conditions that are usual
in laboratory imaging situations [3,18]. Moreover, tracking
the particles from one frame to the next is not required using
the configurational temperature. The possibility to measure
properties of the system by analyzing images of the stochastic
particle positions allow the use of a less sophisticated and thus
less expensive hardware.

Furthermore, a comparison between kinetic and configura-
tional temperature allows to determine the particle interaction,
e.g., in terms of the dust charge since the configurational
temperature makes use of the interparticle forces. Thus, a
model of the particle interaction is necessary for the derivation
of the configurational temperature.

Here, we will describe the concept of configurational tem-
perature for the special conditions in dusty plasmas. Then
we present its application to two-dimensional simulated data,
two-dimensional laboratory data, and three-dimensional data.
Additionally, we propose an approach to extract the particle
charge from the comparison of the configurational and kinetic
temperature.

II. TEMPERATURE DEFINITIONS

We will start with a general temperature definition. From
that, as special cases, the kinetic and configurational tempera-
ture are derived.

A. General formulation

The most general definition of a temperature in a classical
N-particle ensemble is given by [19,20]

kBT = 〈∇H(�) · B(�)〉
〈∇ · B(�)〉 . (2)
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There, H is the system’s Hamiltonian, which is the sum
of the kinetic energy K (pi ) and the conservative N-body
potential V (qi ), where qi are the N generalized coordinate
vectors and pi are the N conjugate momentum vectors.
The angled brackets indicate the ensemble average. The
full phase space is then represented by the coordinate set
� = [q1, . . . , qN , p1, . . . , pN ]. B(�) is any continuous and
differentiable function in phase space. Different temperature
definitions now arise from differently chosen B(�) [20].

Usually, the kinetic temperature of dust particles in a
plasma is measured by analyzing the particle velocities. This
approach is equivalent to choose the phase space function
as B(�) = [0, . . . , 0, p1, . . . , pN ]. Equation (2) considering a
N-particle system with particles of mass m then yields〈

1
N

∑N
i=1 (∇ · H)pi

〉
〈

1
N

∑N
i=1 ∇ · pi

〉 =
〈

1

N

N∑
i=1

p2
i

m

〉
= DkBTkin, (3)

which is an analogous formulation of the N-body equiparti-
tion theorem with D being the dimensionality of the system.
According to this definition, the temperature Tkin is a measure
of the mean kinetic energy of the particles in the system and
hence a function of the particle velocity or momentum.

In an experiment to measure the kinetic temperature of a
particle system, one can either directly determine the root-
mean square of the measured particle velocities as suggested
by Eq. (1). Usually it is more robust to determine the veloc-
ity distribution function and then fit this distribution with a
Maxwell-Boltzmann distribution using Tkin as a free param-
eter [3]. In this paper, the latter method has been used as its
results are less influenced by measurement noise.

B. Configurational temperature

By choosing a proper B(�), the general temperature defi-
nition in Eq. (2) can be decoupled from the momentum terms
in �. This is done by setting B(�) = −∇V (qi ). The resulting
configurational temperature,

kBTconf = −〈∇V (qi )∇V (qi )〉
〈∇2V (qi )〉 , (4)

depends only on the particle positions qi and not on the
particle’s momenta pi. In this definition, one interprets the
temperature of a particle as a relation between thermal agi-
tation and the net restoring forces on a particle. Particles at a
low temperature will on average be situated close to the force
equilibrium position most of the time, whereas particles with
a higher temperature can “climb up” higher along the force
gradient and thus be on average situated further away from the
equilibrium position. The ensemble average of the excursion
widths from equilibrium then yields the temperature. This
technique has been successfully applied to colloidal suspen-
sions [16] and is used in molecular dynamics simulations [21].
We now like to address the suitability of the configurational
temperature for dusty plasmas. In an experiment, this defi-
nition allows a temperature measurement by using snapshots
of particle positions in a dusty plasma. This might simplify
temperature measurements in experiments where it is difficult
to obtain accurate velocity distributions. Further, a tracking

of particles is not required. However, the potential V must be
known or assumed.

C. Force model for dusty plasmas

Since F j = −∇V (q j ), Eq. (4) can then be written as

kBTconf = −
〈∑N

j=1 F2
j

〉
〈∑N

j=1 ∇ j · F j

〉 . (5)

The particles are subject to two governing forces: The elec-
trostatic particle-particle interaction force Fel and the con-
finement force Fc. To express Eq. (5) with the actual forces
acting on the particles one needs to express the force itself
and its divergence. Microparticles that are injected into a
plasma environment usually attain a highly negative charge.
The free electrons and ions result in a shielded pair-wise
repulsive interaction between the dust particles. The particle
interaction can then be modeled by a shielded Coulomb
interaction [22–24] as

Fel
i j = QiQj

4πε0

(
1

r2
i j

+ 1

ri jλs

)
e−ri j/λs , (6)

with ri j = ||qi − q j || being the euclidean distance between
particle i and j and λs being the effective shielding length.
The total interaction force acting on each single particle j is
then generated by all particles i yielding

Fel
j =

N∑
i �= j

QiQj

4πε0

(
1

r2
i j

+ 1

ri jλs

)
e−ri j/λs . (7)

The divergence ∇ j · Fel
j can then directly be calculated as

∇ j · Fel
j =

∑
i �= j

{
QiQj

4πε0

(
2

r4
i j

+ 2

r3
i jλs

+ 1

r2
i jλ

2
s

)

× e−ri j/λs [1] · [qi − q j]

}
, (8)

with 1 denoting the unity vector.
One should note that the particle interaction model neglects

ion drift motion. Such an ion drift motion influences the shape
of the particle potential and hence the interaction forces. Sim-
ulations show that a significant influence of streaming ions
can be found with Mach-numbers M > 0.1 [25]. Then, wake-
field effects might come into play. For our 3D experiments
we assume an isotropic interaction neglecting the influence
of wake fields. For the 2D case, a wake field is present in
the vertical direction. However, we are interested only in
the horizontal interaction between the dust where a shielded
Coulomb interaction is applicable [22].

The confinement force can be assumed to result from
a harmonic confinement potential and thus to be linear as
Fc

j = −kq j with k being the confinement strength for the
specific experimental conditions [22,24]. The divergence of
this confinement force is then simply ∇ · Fc

j = −Dk with D
denoting the dimensionality of the system.

Finally, to express the configurational temperature with the
forces acting on a particle cluster in a dusty plasma, this can
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be combined to

kBTconf = −
〈∑N

j=1

(
Fel

j + Fc
j

)2
〉

〈∑N
j=1

(∇ j · Fel
j

) + NDk
〉 . (9)

D. Normal mode analysis

To be able to compare the configurational temperature
results with an established method, the experimental data for
2D systems has also been investigated using normal mode
analysis [26–28]. There, a two-dimensional cluster of dust
particles is characterized by its total energy,

E = 1

2
k

N∑
j=1

r2
j + Q2

4πε0

∑
i> j

1

ri j
e−ri j/λs . (10)

It should be noted, that the potential energy of particle j
is assumed to be harmonic (Epot = (1/2)kr2

j ), just as in the
configurational temperature approach in the previous section.
Using the normalizations for distances [27],

r0 =
[

Q2

4πε0

2

k

]1/3

, (11)

and energies,

E0 =
[(

Q2

4πε0

)2
k

2

]1/3

, (12)

the total energy is given as

E =
N∑

j=1

r2
j +

∑
i> j

1

ri j
e−ri jκ , (13)

with the screening strength κ = r0/λs. Hence, it is seen that
the dynamics of such a cluster only depends on particle
number N and screening strength κ .

The dynamics of such a cluster is described in terms of its
normal modes [27,28]. The normal modes are derived from
the dynamical matrix (which contains the second derivative
of the total energy with respect to all particles and coordi-
nates). The eigen vectors of the dynamical matrix describe the
mode oscillation patterns and the eigen values their oscillation
frequency. There are 2N eigen modes for a 2D system of N
particles.

Now, the experimental thermal Brownian motion of the
particles with velocity v j (t ) is decomposed into their respec-
tive contributions to the eigen modes as

v�(t ) =
N∑

j=1

v j (t ) · e�, j, (14)

where e�, j is the eigen vector for particle j in mode number
�. Then, finally, the normal mode spectrum of each mode is
calculated, yielding the spectral power density as the Fourier
transform of v�(t ) as

S�(ω) = 2

T

∣∣∣∣
∫ T/2

−T/2
v�(t )eiωt dt

∣∣∣∣
2

. (15)

The experimental mode spectrum is then compared with
the theoretical mode spectrum, i.e., the eigen values of the

FIG. 1. (a) Experiment to confine a flat microparticle structure
under gravity conditions. The field-of-view from a top-view camera
covers all particles. An inverted measurement image is shown below
the setup. (b) Symmetric discharge to confine a three-dimensional
dust cloud under microgravity conditions. Four cameras observe
a common field-of-view to retrieve the three-dimensional particle
positions. An inverted measurement image is shown below the setup.

dynamical matrix [26]. As mentioned above, the theoretical
spectrum only depends on κ (for a known particle number N).
For the comparison with the measured mode spectrum a value
of κ (or equivalently λs) is prescribed and from the absolute
size of the cluster and its spectrum then r0 and E0 are derived
(note that only these two values describe the behavior of all
2N modes). From the knowledge of r0 and E0 the particle
charge Q is extracted. This way λs-Q pairs are derived that
yield the observed mode spectrum; see also Ref. [26]. Hence,
from the dynamical and structural properties of such a cluster
the defining quantities λs and corresponding Q can be derived.

Additionally, a mode temperature for mode � can be de-
fined from the spectral power density by observing that

〈
v2

�

〉 =
∫ ∞

0
S�(ω)dω. (16)

The mode temperature T� is then just given as

1
2 m

〈
v2

�

〉 = 1
2 kBT�. (17)

The overall mode temperature can be calculated as the mean
over all mode temperatures. In the absence of measurement
errors, the mean mode temperature coincides with the mean
kinetic temperature, since they are both derived from averages
over the particle velocities.

III. EXPERIMENT DESCRIPTION

The configurational temperature has been derived in two
different dusty plasma systems: two-dimensional finite clus-
ters [26,29–31] and three-dimensional extended dust clouds.
The measurements of two-dimensional clusters have been
performed in a laboratory setup as sketched in Fig. 1(a). A
capacitively coupled radio frequency (rf) plasma is created in
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a vacuum chamber using Argon gas at pressures between 4
and 9 Pa. The variation of the gas pressure is known to result
in a change of the particle temperature and hence allows to
investigate clusters with different temperatures [3]. Here, the
rf power was set to 8 W. Particles of 7 μm diameter have been
dropped into the plasma. They are trapped in the sheath by
a force balance of gravitational and electrostatic fields. The
lower rf electrode has a parabolic depression that results in
a (harmonic) horizontal particle confinement. The particles
are illuminated by a thin laser sheet. The observation camera
is equipped with a sCMOS-sensor. The particle cluster is
recorded at a framerate of 160 fps with a spatial resolution of
approximately 10 μm/px. The particle positions in the images
are determined up to the subpixel-level using the known
Gaussian filter algorithm [32–34].

The three-dimensional dust cloud has been investigated
on parabolic flights that allow to generate large, three-
dimensional particle systems [35–37]. There, a symmetric
parallel-plate discharge has been operated in push-pull mode.
A laser sheet with a width of approximately 2 mm illumi-
nates a slice through the center of the dust cloud as shown
in Fig. 1(b). The scattered light from the particles is then
captured with a stereoscopic four-camera system [36]. From
that, the three-dimensional trajectories of particles in the illu-
minated volume are reconstructed; see Ref. [36] for details.

To test the different temperature definitions also on data
with known parameters, a two-dimensional dust cluster com-
parable to the measured one was simulated using molecular
dynamics (MD). In this simulation, the particles interact via
a screened Coulomb interaction with a screening length λs =
500 μm and a particle charge of Q = 12100e with e being the
electron charge. The confinement force is set to Fc

i = −kqi =
−(2.2 × 10−11 kg/s2)qi. This resulted in a cluster with a mean
particle distance of b = 483 μm similar to the experiment.
The cluster consists of 500 particles. The temperature of the
particles was set to 800 K using a Langevin thermostat [38].
For a realistic comparison, we have chosen absolute param-
eters that are of the same order as those expected for the
experiments.

IV. RESULTS

Here, now the results of the MD model and the experimen-
tal data are described.

A. Molecular-dynamics simulation

Using the simulated particle data, we will first study
the different temperature definitions. The simulated particle
velocities closely follow a Maxwell–Boltzmann distribution.
From that, the kinetic temperature can be determined using
Eq. (1) within a 95% confidence interval as Tkin = 804 ±
4 K in close agreement with the temperature T = 800 K set
in the simulation. The mean mode temperature from NMA
according to Eq. (17) is found to be Tmode = 801 K again in
agreement with the simulation parameters. Using the known
parameters for Q, k, and λs from the simulation, the configu-
rational temperature is determined as Tconf = 843 K by using
Eq. (9). This is only slightly larger than the prescribed value.

The configurational temperatures could be computed here
because the particle charge Q and the screening length λs are

FIG. 2. Configurational temperature map over a grid of different
particle charges Q and screening lengths λs. The solid black line
shows the contour of the surface at the kinetic temperature T =
800 K used in the simulation.

known parameters from the MD simulation. But generally,
the particle charge and the screening length are not known
a priori. In that case, one can try to derive these values
from a comparison of configurational and kinetic temperature.
Therefore, one can compute the configurational temperature
map over a relevant grid of parameters Q and λs. Such a
computation is shown in Fig. 2. The configurational tempera-
ture surface at various values of particle charge and screening
length parameter is determined. This configurational temper-
ature is compared with the kinetic temperature of T = 800 K
that is indicated by the black line. From that, possible λs(Q)
values are found that result in a configurational temperature
identical to the kinetic temperature. Figure 3 shows this
λs(Q) relation. For comparison, the dashed line shows the
λs(Q)-function that has been found from the mode analysis
[Eq. (17)]. It can be said, that all curves come very close to
the preset simulation parameters (cross). When the estimation
of either the charge Q or the screening length λs is possible,
the remaining parameter can be extracted from this curve.
It should be noted that the λs(Q) curve is very steep in the

FIG. 3. The plot shows curves in the Q-λs plane that yield the
parameters of the simulated dust cluster. The dashed line represents
the results from the mode analysis, the two solid lines are obtained by
setting T ind

conf (Q, λ) = 800 K and T c
conf (Q, λ) = 800 K. The crossmark

is placed at the actual simulation parameter position (λs = 500 μm
and Q = 12100e). The dashed horizontal line indicates the mean
interparticle distance.
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FIG. 4. Residual x component of the force Fx of particles as a
function of distance from the cluster center in x direction in a sim-
ulated dust cluster. The mean position of two particles are indicated
by black circles and their respective forces are highlighted. It can be
seen that the mean positions, where the particles are supposed to be
in an equilibrium state, can be modeled well by a linear fit.

region close to the actual simulation parameter. Thus, even
a guessed screening length with large tolerance results in a
quite accurate particle charge estimate. For example, taking λs

as the interparticle distance b = 483 μm one yields a particle
charge Q = 11 800e compared to the actual value of 12 100e.
Many previous experiments [39–42] found that the screening
strength κ = b/λs ≈ 1, so that λs ≈ b is a reasonable choice.
However, κ may be different in other experiments, where
strong forces (i.e., the gravitational force) result in particles
that are located considerably closer to eachother than their
corresponding shielding length.

B. Analysis of confinement forces

Before experimental measurements are investigated, it is
necessary to check the model for the confinement force. Its
validity is crucial for quantitatively accurate results. The basic
idea behind the configurational temperature is, that the parti-
cles are in equilibrium, hence, the mean force on each particle
should vanish. The configurational temperature then follows
from the deviations of this equilibrium position against the
interparticle as well as the confinement forces.

Figure 4 shows, again for the MD simulation, the particle
interaction forces on every particle Fel

j according to Eq. (7).
They are computed using the simulation parameters for the
charge and screening length. One can see, that a confinement
force, linearly increasing from the center, is necessary to
result in a thermal fluctuation around the force equilibrium.
Such a linear confinement force is expected for a harmonic
confinement. The slope of the force is the same for all particles
and agrees with the value of k chosen in the simulation. It is
interesting to note here that the random thermal excursions are
much larger near the cluster center, since there the total force
is smallest.

However, the situation is different when a laboratory dust
cluster is investigated. Figure 5 shows the particle interaction
force in a laboratory cluster. Here the confinement force on the
dust particles is not very well modeled by a global harmonic
confinement (dashed line). Instead, it is more reasonable to
assign a local harmonic confinement. There, an individual

FIG. 5. Residual x component of the force Fx of particles as a
function of distance from the cluster center in x direction in a mea-
sured dust cluster. The mean position of two particles are indicated
by black circles and their respective forces are highlighted. The mean
positions of the particles can not be modeled by a single linear fit
(dashed line). Instead, a linear fit is made with every particle’s mean
position which is indicated for two particles by the two solid lines.

confinement force constant k j is assigned to each particles
as indicated by the solid lines for two exemplary particles.
Since the configurational temperature is determined from the
random excursions from the equilibrium, using the global
harmonic confinement would result in a large overestimation
of the temperature. Using the local slope, only the excursions
from the local equilibrium enter the configurational tempera-
ture. With this modification, Eq. (9) can be written as

kBTconf = −
〈∑N

j=1

(
Fel

j − q jk j
)2

〉
〈∑N

j=1

(∇ j · Fel
j + Dkj

)〉 . (18)

For two exemplary particles from Fig. 5, this individual con-
finement force is indicated by solid lines.

C. Laboratory measurements

The laboratory measurements have been done with a 155
particle cluster under varied neutral gas pressure. In our case,
the recorded sequences have the quality to determine also
the particle velocities and hence their kinetic temperature.
In Fig. 6, the kinetic temperature measured in the cluster is
shown together with the mode temperature determined from
NMA. The determination of the cluster temperature is quite
consistent using either the mode temperature or the kinetic
temperature (which is no real surprise since both measure-
ments rely on the particle velocities). In the experiment, the
gas pressure has been first reduced from 11 to 5 Pa resulting in
a slight decrease of dust temperature. When the gas pressure
is increased again, a further slight reduction in temperature
is seen. This behavior is due to the fact, that our discharge
operates in two slightly different discharge modes. When
changing the gas pressure the discharge changes between the
two modes with hysteresis. This allows us to realize dust
clusters at different kinetic temperatures which then can be
analyzed using the configurational temperature approach.

Taking the specific example of the cluster at 8.2 Pa, the
kinetic temperature was found to be 493 K. As the kinetic
temperatures is known, it is also possible to compare it with
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FIG. 6. The cluster temperature is shown depending on the neu-
tral gas pressure. The blue squares indicate the kinetic temperature
with error bars, the yellow circles represent the mode temperature
values.

the configurational temperatures. Here, the configurational
temperature is calculated on a relevant λs-Q grid. Further
in the calculation of the configurational temperature according
to Eq. (18), the local confinement strengths k j are used. From
the comparison with the kinetic temperature the matching
λs-Q pairs are derived similar to Fig. 2. For this measure-
ment, Fig. 7 shows the corresponding curve together with
the λs(Q) obtained by NMA. In contrast to the simulated
cluster (see Fig. 3), the two curves somewhat deviate from
each other. It can be seen that the configurational temperature
approach suggests somewhat higher particle charges. The
difference to NMA might lie in the fact, that NMA assumes
a harmonic confinement in Eqs. (10)–(12). Approximating
again the screening length by the interparticle distance, i.e.,
λs ≈ b = 443 μm, the particle charge can be estimated as
7200e for the NMA analysis and 9600e for the configurational
temperature analysis.

For further analysis of the measurements, the configura-
tional temperature approach is used for the measured clusters
at all pressures. By taking the kinetic temperatures from Fig. 6
for each measurement, the λs(Q) lines for each cluster have
been extracted from the configurational temperature surfaces.

FIG. 7. λs(Q) functions for a measured dust cluster at p =
8.2 Pa. The solid curve is retrieved by intersecting the configurational
temperature surface at the measured kinetic temperature of 493 K.
The thick dashed line is obtained from the mode analysis of the clus-
ter. The thin dashed line indicates the measured mean interparticle
distance.

FIG. 8. The different λs(Q) curves are obtained from a dust
cluster under different neutral gas pressures. The pressure is color-
coded and increases from blue to yellow color just as in Fig. 9.
The function values using the nearest-neighbor distances between the
particles as a measure for λs are highlighted by squares.

These lines are shown in Fig. 8. The lines look very similar
to each other, with mainly their horizontal position being
shifted. Now, the particle charges in the different situations
have been extracted by assuming that the mean interparticle
distance b reflects the screening length λs, i.e., as above we
assume λs ≈ b. The corresponding points on the graphs are
indicated by squares. Note that even deviations of 100 μm in
λs (or b) only have a slight influence of about �Q = ±100e
in the determined charge. The extracted particle charges are
shown in Fig. 9 as a function of the neutral gas pressure of the
corresponding measurement. It is seen that the particles get
less negatively charged with increasing neutral gas pressure,
which is expected from an increased collisional ion current at
higher pressures [43].

D. Three-dimensional systems

In the previous sections, the systems that have been ana-
lyzed were two-dimensional. When all two-dimensional in-
teractions and confinement forces acting on the particles are
known, the position fluctuations can be used to calculate
the configurational temperature. When the dust cluster has
a three-dimensional structure instead, the knowledge of the
three-dimensional interaction and confinement forces is nec-
essary. Thus, it is clear that imaging diagnostics based on a
two-dimensional section of a large dust cloud can not be used
for the configurational temperature approach. Considering
the state-of-the-art of modern imaging equipment, it is not
reasonable to assume that all particle trajectories in a large

FIG. 9. The particle charge dependence on the neutral gas pres-
sure. The color of the markers reflect the pressure accordingly.

063203-6



CONFIGURATIONAL TEMPERATURE IN DUSTY PLASMAS PHYSICAL REVIEW E 99, 063203 (2019)

FIG. 10. Configurational temperature of central particles in a
cuboid volume, depending on the total thickness of this volume.

3D dust cloud can be reliably determined. Thus, we will
show how to apply the configurational temperature approach
in large dust systems without the need for determining all
particle positions but only a subset.

Despite the fact that we have and need the 3D positions,
we will evaluate the configurational temperature from a 2D
projection of the forces. This is mainly due to the fact that the
illuminated volume is relatively thin in z-direction. When in
Eq. (9) only two components of the three-dimensional system
are considered, the resulting two-dimensional configurational
temperature,

−
〈∑N

j=1(Fj,x + Fj,y )2
〉

〈∑N
j=1(∂j,xFj,x + ∂ j,yFj,y )

〉 = kBTconf , (19)

does also return the actual configurational temperature of the
system. It should be noted, that for calculating the forces
Fx and Fy, the full 3D positions are required. Further, in a
trade-off with statistical accuracy, the sum can be computed
over a subset of particles, only. And last, the forces and
their divergence decrease exponentially with distance, which
suggests that particles that are far away from the considered
ensemble do not influence the calculation.

To compute reliable configurational temperatures in 3D,
we first have checked what distance in z direction has to
be included in the calculation. Due to shielding, neglecting
particles far away from a considered slice do not significantly
influence the forces. Such a test is shown in Fig. 10. For
this benchmark test, simulated particle trajectories have been
used. The particles are initially placed on a three-dimensional
face-centered-cubic grid with interparticle spacing of 500 μm.
Then, the trajectories are evolved from these starting positions
by adding Gaussian distributed noise to the particle positions.
As a result, the particles seem to reflect a Brownian motion
with a constant temperature. From this set, particles that
lie inside a cuboid with dimensions 10 × 10 × Z mm3 are
selected, with Z being the thickness of this volume. In the
calculation of the forces, all particles from the entire volume
of thickness Z are taken into account. The configurational
temperature is, however, calculated only for particles in a thin
central slice with z = 0 ± 0.1 mm.

It can be seen, that the derived configurational tempera-
ture is overestimated when only particles within a very thin
volume are considered for force contribution. This is since
the average force equilibrium position does not coincide with

FIG. 11. Kinetic temperature in a section through a large dust
cloud. The x and y positions of about 3000 detected particles from
a single frame are shown as black dots. On the right side one
can identify the particle free region in the center of the discharge
(compare to Fig. 1).

the average particle position due exclusion of particles with a
nonnegligible influence. From approximately Z > 2 mm on,
the considered volume for force contribution is sufficiently
large to account for all relevant particle interactions. Hence, a
constant temperature level is reached. Adding the interactions
from particles at distances to the central plane larger than
±1 mm (2 interparticle distances), does not further improve
the derived configurational temperature. Thus, if a volumetric
particle ensemble is investigated, particle positions from a vol-
ume with a thickness of at least 4 interparticle distances have
to be known for the range of parameters Q and λs considered
here. It should be mentioned again that the approach depends
on the knowledge of the three-dimensional interaction forces
between the particles, but using Eq. (19) the configurational
temperature is calculated from the 2D projections of these 3D
forces.

An experimental realization of this approach is presented
in the following.

E. Three-dimensional measurements under microgravity

For this investigation, a dust cloud is formed within a sym-
metric discharge as shown in Fig. 1(b). The three-dimensional
position measurements are made using an illumination laser
sheet with a thickness of about 2 mm. As the interparticle
distance is about 350 μm, this complies with the condition
that the thickness of the illuminated volume should exceed
four times the interparticle distance derived in the previous
section. Thus, the three-dimensional particle positions can be
used to determine the configurational temperature properly. In
the x and y direction, the field of view is 14 × 10 mm. As the
measurements are made at a framerate of 200 fps, the kinetic
temperature can also be determined. To get an insight into the
temperature distribution in this data, the measured particle ve-
locities are gathered in discretized regions of the measurement
volume. For each region, the kinetic temperature is calculated.
The result is shown in Fig. 11. Regions (such as the void) with
no or very few detected particles are left white.

For further analysis we restrict ourselves to the data
in a region with a constant temperature (red rectangle in
Fig. 11). The size of this volume is 9 × 4 × 2 mm3. Particles
from within this volume are used for force contributions.
The inner particles which are considered for computing the
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FIG. 12. Configurational temperature of a volumetric measure-
ment in a dust cloud. The solid line indicates the λs(Q) function at a
given temperature of 9540 ± 2450 K.

configurational temperature are from a 2 × 0.5 × 0.25 mm3-
region centered in the investigated volume. Further, to guaran-
tee a reliable force equilibrium, only particles in the inner slice
that have at least 12 neighbors within a distance of 400 μm
have been included in the computation of the configurational
temperature (12 is the number of nearest neighbors in a
densely packed system).

The mean kinetic temperature for the observation volume
was determined to be Tkin = 9540 ± 2450 K. Figure 12 again
shows the lines λs(Q) where the configurational temperature
coincides with the measured kinetic temperature (including
error range). The central solid line indicates the mean tem-
perature and the dashed lines show the confidence interval.
The particle charge is found to be about Q ≈ 7000e ± 1000e
at a screening length λs that we again have estimated to be
close to the interparticle distance b = 350 μm. This obtained
charge does not considerably change even when taking λs =
2b = 700 μm.

To obtain a theoretical estimate of the particle charge,
we compare with self-consistent computations that have been
done for a very similar gas discharge [44]. There, the electrode

voltages were slightly lower than ours (70 V compared to
76 V) and the pressure was slightly higher than our (40 Pa
compared to 30 Pa). The plasma parameters that we employ
from these calculations are the electron density ne0 = 2.2 ×
1014 and the electron temperature Te = 4 eV. The charge
then can be computed with respect to electron depletion
effects [45] and with a fixed ion density [46] ni = ne,0 to be
Q = 9800e. Regarding the slightly different discharge geom-
etry and operation parameters, the computed particle charge
compares quite well to our measured particle charge in the
dust cloud under microgravity.

V. SUMMARY AND CONCLUSIONS

In this paper, we have introduced the configurational tem-
perature as a tool to analyze dusty plasma systems. The mea-
surement of the configurational temperature is based on the
determination of the particle positions, rather than the particle
velocities which may be favourable for some experimental
situations. The concept of configurational temperature was
discussed and applied to simulated and experimental data.
There, it has been found that the proper modeling of the
particle confinement is an important step to consider and that
the approach is consistent with established methods.

Furthermore, the configurational temperature in combina-
tion with the kinetic temperature has been used to determine
the particle charge. Such noninvasive measurements of the
particle charge are of great interest in the field of dusty
plasmas. The proposed algorithm was demonstrated to work
for two-dimensional and three-dimensional measurements.
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