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We study the self-trapped vortex-ring eigenstates of the two-dimensional Schrodinger equation with focusing
Poisson and cubic nonlinearities. For each value of the topological charge /, there is a family of solutions
depending on a parameter that can be understood as the relative importance of the cubic term. We analyze the
perturbative stability of the solutions and simulate the fate of the unstable ones. For / = 1 and / = 2, there is an
interval of the family of eigenstates for which the initial profile breaks apart but subsequently reconstructs itself,
a process that can be interpreted as a nontrivial nonlinear oscillation between the vortex and an azimuthon. This
revival provides a compelling realization of a recurrence of the Fermi-Pasta-Ulam-Tsingou type. Outside this
interval, the vortices can be stable (for small cubic terms) or unstable and nonrecurrent (for large cubic terms). We
argue that there is a crossover between these regimes that resembles a strong stochasticity threshold. For [ > 3,
all solutions are unstable and nonrecurrent. Finally, we comment on the possible experimental implementation
of this phenomenon in the context of nonlinear laser beam propagation in thermo-optical media.
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I. INTRODUCTION

The discoveries put forward in the seminal contribution [1]
initiated the field of “numerical experimentation” and were
decisive in the development of the theories of integrability,
solitons, and chaos [2—4]. By simulating a one-dimensional
(1D) array of coupled nonlinear oscillators, the authors in-
tended to observe the onset of thermalization by exciting
a given mode and computing how evolution would result
in energy equipartition. To their surprise, they found that,
even if energy was initially transferred to other modes, the
initial state was almost perfectly reconstructed after some
time. This seemingly paradoxical behavior is called the Fermi-
Pasta-Ulam-Tsingou (FPUT) [5] recurrence and, remarkably,
a similar phenomenon has been found to occur in particular
circumstances for the nonlinear evolution of widely disparate
physical systems, e.g., oceanic waves [6] and gravitating
matter fields [7].

Integrability plays a major role in the interpretation of the
FPUT dynamics and, in this context, the one-dimensional
nonlinear Schrodinger equation (NLSE) has been a particu-
larly relevant model. Various analytic solutions [8,9] explicitly
show how modulation instability distorts a wave envelope
that after nonlinear evolution eventually recovers its original
form. These classical results were later interpreted from the
FPUT viewpoint [10,11]. Recurrences stemming from the 1D
NLSE have been observed experimentally in hydrodynamics
[12,13] and in the spatial [14] and temporal [12,15,16] dy-
namics of laser pulses, even in the presence of third-order
dispersion [17] and dissipation [13]. It is known that nonlinear
recurrences also appear for nonintegrable systems, typically in
relation to weak chaos [18]. Connection between FPUT-like
dynamics and nonintegrable versions of the NLSE have been
studied in Refs. [19,20].

2470-0045/2019/99(6)/062211(7)

062211-1

In two- and three-dimensional setups, NLSE nontrivial
revivals of an initial profile have been found in a number of re-
markable papers. In fact, oscillations between vortex rings and
azimuthons that share qualitative similarities with the present
discussion were put forward in Ref. [21]. In Refs. [22,23],
periodic transformations between higher-order solitons with
nonlocal nonlinearities were found numerically. Revivals of
dark solitary waves have also been described: In Ref. [24], the
decay and reconstruction of ring dark solitons was found in
a particular situation. Interestingly, the change of the stability
properties of those states on the tuning of the potential was
analyzed in Ref. [25]. Moreover, the oscillation between a
dark soliton and a ring of vortices in a three-dimensional setup
was implemented experimentally in Ref. [26].

The goal of this contribution is to present an interesting
case of nonlinear recurrences in a far from integrable version
of the NLSE and to put forward its qualitative similarities
to FPUT. We do so by numerically studying the self-trapped
vortex-ring eigenstates of the two-dimensional NLSE with
focusing Poisson and cubic nonlinearities. Vortex-ring soli-
tons are nonlinear solutions with screw topological phase
dislocations [27,28] that have attracted much attention, es-
pecially in nonlinear optics [29,30]. (Notice that the term
“vortex ring” has been used in the literature for different
types of configurations. In the present case, it refers to a
two-dimensional radially symmetric energy distribution of
finite extent that surrounds a phase singularity.) We find that
recurrences happen for a class of such states with topological
charges [ = 1,2: The vortex is linearly unstable under az-
imuthal perturbations that modulate the initial profile and lead
to a configuration that can be interpreted as a system of two
or three equal solitons that orbit around each other, namely
an azimuthon [31,32]. On nonlinear evolution, the unstable
radially symmetric eigenstate gets nontrivially reconstructed.
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In particular, many cycles of destruction and revival occur for
=1

In the following, we study the aforementioned families
of eigenstates that, besides the ordinary behaviors of stabil-
ity and nonrecurrent instability [33], include these interest-
ing perturbatively unstable but robust FPUT-recurrent vortex
rings. In Sec. II, we introduce the vortex-ring eigenstates and
discuss their perturbative stability. Section III presents results
of numerical integration that allow us to discuss the fate of
the unstable initial conditions, including cases with repeated
revivals. In Sec. IV we look for connections with peculiar
features of FPUT systems. Section V briefly discusses a plau-
sible realization of the mathematical model for a particular
nonlinear optical setup. Finally, in Sec. VI we summarize
the discussion and outline some open questions for future
investigation.

II. MATHEMATICAL MODEL, SELF-TRAPPED VORTEX
EIGENSTATES AND PERTURBATIVE STABILITY

The two-dimensional NLSE with a focusing cubic and a
Poisson term is given by:

LT NP
Uy 2V1/f Y1y + oy,

V2o =2yt (1)
Here the dimensional parameters have been absorbed, with-
out loss of generality, by appropriately rescaling the wave
function ¥, Poisson potential ®, coordinates x, y, and prop-
agation distance z [34]. Equation (1) must be supplemented
with boundary conditions for ®. In this paper, we consider
conditions that preserve radial symmetry, ®(r = rr) = Do,
where 1 is much larger than the size of the vortex ring (r
and 6 are the polar coordinates in the plane). The values of ¢
and @ are immaterial [34], since a constant shift ® — & + ¢
can be compensated by ¥ — e~““yr. Propagation-invariant
eigenstates take the form Vo = €2/’ f(r), ®yon = (1),
where [ is an integer. The radial part of the two-dimensional
Laplacian is defined as V> = 9 + r~19,; absorbing the prop-
agation constant in the Poisson potential ¢(r) = ¢(r) + B,
yields:
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_f+f3’

2 2 fr=Vip. (2

1 v2
of =5Vt
For [ # 0, requiring regularity around r = 0 leads to f(r) =
Jor"' + O@"*2) and ¢(r) = @o + O(r**2), where fo, ¢o
are integration constants. The physical eigenstates are the nor-
malizable solutions [lim,_, », f(r) = 0]. Here we concentrate
on the lowest-lying states, namely f(r) > 0 Vr > 0 and use
a standard shooting method to determine ¢y (fy). For each /,
there exists a continuous family of solutions parameterized
by fo > 0. In the [ =0 case [34], they vary between the
Poisson-dominated limit [33] for fy — 0 and the Poisson-less
limit for fy — oo. Thus, f; can be physically interpreted as
a parameter that dictates the relevance of the cubic term. The
power and mean radius are given by:

2
P=2n / rf2dr, R= ?’T / 2 f2dr. 3)
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FIG. 1. Vortex-ring eigenstates. (a) Some eigenstates for [/ =
0,...,4. (b) The power P in terms of the parameter fy. [(c)—(e)]
Re(8) as a function of P for [ =1, 2, 3, respectively. The integer
associated with each line is the order of the azimuthal perturbation
p. The solid line corresponds to p = 1, the dotted line to p = 2, the
dashed line to p = 3, and the dot-dashed line to p = 4. The insets
show more detailed views of the transition regions from stability
[no solution with Re(§) > 0] to perturbative instability. For / > 3,
all solutions are unstable.

The angular momentum of an eigenstate is J = Pl. Some
sample solutions and the numerically determined P(f;) are
plotted in Fig. 1(a) and 1(b).

In order to study the linear stability of the eigenstates,
we consider azimuthal perturbations of order p that take the
following form [27,33]:

V(21 0) = PTDUf(r) + alz, r)e™ + hiz, r)e ™)
q)(zv rve) = ¢(r)+g(Z, r)eipe —f—g*(z’ r)efipe’ (4)

where a(z, r), h(z, r), and g(z, r) are small complex ampli-
tudes. Inserting these expressions into Eq. (1), we find the
following linearized system for the perturbations:

V2 l 2
id.a = ——° Utpr =2+ ¢|a— 20" + fg
2 2r2
. Vr2h (l_p)2 2 2 x *
laZhZ—T [T_Zf +(p}h_f‘a +f‘g,
p2
Vig= r—2g+2nf(a+h*). 3)

This system can be solved by separating variables: a(z, r) =
[a1(r) + iax(M]e™, h(z, r) = [(r) + ihy(M]e”*, gz, 1) =
[g1(r) + ig2(r)]1e*:. This set of equations leads to an eigen-
value problem in § amenable to a linear stability analysis
[35]. We adopted a simpler and faster alternative method,
commonly used in the past [36], based on the Crank-Nicolson
scheme that evolves Eqs. (5) until the shapes of the functions
a(z, r), h(z, r) do not change significantly. At every step in
the algorithm, the function g(r) is computed by finite differ-
ences and the system is rescaled by |a| to avoid unbounded
growth of the functions. For unstable eigenstates, the method
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converges [Re(§) > 0], where the eigenvalue is given by:

la(r, z + Az)[?
og
2 Az la(r, 2)|?

By repeatedly solving this system for the family of eigen-
states, we compute Re(§) for several values of [ and p, see
Figs. 1(c)-1(e). In the limit f; — O, the only stable vortices
are those with [ = 1 and 2 [33].

Re(§) =

(6)

III. NONLINEAR EVOLUTION OF THE UNSTABLE
SOLUTIONS AND VORTEX REVIVALS

In order to discuss the fate of the unstable solutions,
we have repeatedly integrated Eqs. (1) using the vortex-ring
eigenstates to define the initial conditions at z = 0. We used
a standard split-step method, adapting the open-source code
described in Ref. [37] to this particular case. The Poisson term
of Eq. (1) is solved numerically at each step with a finite-
difference method. For the perturbatively unstable vortices
[see Figs. 1(c)-1(e)], the azimuthal perturbation grows and
distorts the initial profile. Subsequently, however, different
qualitative behaviors are observed. To conveniently compare
and quantify the dynamics of different cases, we define the
following parameter:

1

o) = / |([von|* = [W1)1d>x. ()
Thus o (z) characterizes the deviation of the power distribution
at a given z from the initial eigenstate [¥vort|2. The defini-
tion of Eq. (7) implies o(z) € [0, 2] since o vanishes when
[V (z, x, V)| = |¥vort(x, y)| and would be 2 if the support of
the functions | (z,x,y)| and [Yrer(x,y)| were completely
disjoint.

With topological charges / =1, 2 and large values of
fo, the vortex-ring structure is rapidly destroyed after the
azimuthal instability develops. The wave profile becomes
disordered and part of the energy and angular momentum are
radiated away. This familiar behavior is depicted in Fig. 2. All
our simulations also indicated that the [ > 3 solutions follow
this same pattern.

For / =1, 2 and for intermediate values of fy, the splin-
tered pieces from the initial vortex-ring orbit around each for
a while, giving rise to an azimuthon [31,32]. Eventually, they
merge again such that the unstable eigenstate is reconstructed
with high precision, see Fig. 3. On further evolution, this
cyclic process of vortex breaking and self-reconstruction is
observed multiple times for a certain range of fy. For such
cases, total revivals robustly occur throughout very long sim-
ulation times.

Figure 4 shows an example of recurrence and eventual
disintegration of an eigenstate with / = 2. Notice that, in
this case, the ring splits in three pieces as predicted by the
dominance of the p = 3 azimuthal perturbation, see Fig. 1(d).

The recurrences described here are numerically robust.
We obtained qualitatively identical behavior by performing
the simulations for different grid sizes as well as different z
spacing (Az) (i.e., tuning numerical precision in the computed
evolution) or adding a limited amount of noise to the initial
condition. At most, slight changes are appreciated in the
onset times of perturbative instability growth, in the period
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FIG. 2. An unstable nonrecurrent vortex. Top: An example (I =
1, fo = 0.9) of the long-distance evolution of o (z). Bottom: The
two-dimensional profile of [Yrvort|* at different values of z. In region
A there are partial revivals. Region B can be interpreted as the two
pieces orbiting around each other (rotation is counter-clockwise),
a behavior that becomes destabilized in region C. In (D), an [ =0
soliton remains, but surrounded by some radiation.

between recurrences, and in the number of revivals before the
appearance of the disordered phase.

Figure 5 depicts a number of examples of o (z). We have
found that recurrent solutions exist for 0.2 < fo < 0.6(I = 1)
and 0.5 < fo < 0.8 (I = 2). The lower bounds correspond to
the onset of instability in the azimuthal perturbation, Fig. 1.
As Fig. 5 shows, there is a crossover from the distinctly
recurrent solutions to the distinctly nonrecurrent ones. Thus,
the upper bounds of the intervals with recurrences are not
sharply defined. In Sec. IV, we will identify this crossover
with a strong stochasticity threshold. The recurrent behavior
is clearly more robust for / = 1 than for / = 2. In the latter
case, it comes to an end after a moderate number of cycles.

In the supplementary material [38], we provide representa-
tive videos displaying the described processes, including the
cases of Figs. 2, 3, and 4.

=1 fy=0.325

FIG. 3. A recurrent vortex. Top: An example (I = 1, f, = 0.325)
of long-distance evolution of o(z). Bottom: The two-dimensional
profile of |,y |? for several values of z within the region A, indicated
in the o (z) plot. The profiles show how the instability begins and
breaks the beam into two pieces and how the initial state self-
assembles.
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=2
121]f=0.62

FIG. 4. A recurrent vortex and its eventual disintegration. Top:
An example (I = 2, fy = 0.62) of long-distance evolution of o (z).
Bottom: The |, |? profile for several values of z.

IV. QUALITATIVE SIMILARITIES TO
FPUT RECURRENCES

The FPUT recurrence is an oscillation in which nonlinear
dynamics plays an essential role. One has an ordered ini-
tial state that, due to interactions, gets initially disordered.
Eventually, interactions cooperate to restore, almost perfectly,
the initial configuration. The A frames of Figs. 3 and 4
clearly resemble this kind of behavior. In order to present
their findings, FPUT depicted the evolution in time of the
energy partition between modes [1]. Similar plots in the 1D
NLSE framework were displayed in Ref. [10]. In our 2D
case, it is not obvious which definition of the modes would
be the most appropriate and, thus, we will not follow that
approach in the present contribution. Notice, however, that
one could (partially and heuristically) devise the setup as a
one-dimensional problem along the azimuthal extension of the

e
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FIG. 5. Comparison of different qualitative behaviors. The evo-
Iution of o(z) with different values of fy, for /[ =1 (a) and
1 =2 (b).

vortex ring. Then, the resemblance to Ref. [10] is obvious:
Modulation instability tends to concentrate the energy but, on
evolution, it gets again spread out and the uniform distribution
is recovered. In addition, the results of Sec. III share other
similarities with the FPUT setup. In this section, we will
comment on two of them: the emergence of timescales and
the existence of a strong stochasticity threshold.

A. Timescales

The original FPUT recurrences take place for long-time
simulations where “long” is defined in comparison with
the inverse frequency of the oscillators, namely the typical
timescale of the underlying linear theory. Therefore, due to
nonlinear interactions, a new timescale emerges dynamically.
To determine whether the revivals in Sec. III are also con-
nected to long propagations, we now discuss the “time” scales
of the problem (note that in the optical notation we have used,
the propagation distance z plays the role of time).

In particular, two scales can be defined from the eigenstate
solution. On the one hand, the typical distance in which the
wave function would spread out in the absence of nonlin-
earities (Rayleigh range), Zra,1 = R?/2. On the other hand,
Zspin = 27R*NJ~' = 27 R?17!, in relation to the inverse of
the angular velocity of the |v|?> fluid. We have checked that
Zgpin provides a fair approximation to the revolution period of
the pieces when the vortex-ring splits.

The “linear” scales Zgray1, Zspin should be compared to those
emerging from nonlinear evolution. Three such timescales
can be defined: Zpe, (the time for the perturbative instability
to build up, proportional to Re[8]7Y), Zec [recurrence time,
namely the lapse between two consecutive minima of o (z)]
and Z. [the z for the full destruction of the vortex—region
C of Fig. 2—that we identify as the onset of chaos, see
Sec. IV B]. Indeed, for all recurrent solutions, these nonlinear
scales are considerably or much larger than the linear ones,
confirming that we are dealing with long- time processes. This
is illustrated in Fig. 6, where we depict Z! = v, and Z, as
functions of f, for [ = 1 and 2. It is shown that v, grows with
fo in aroughly linear way. Z... and Z, are well above the scales
of the linear problem, Zg,y and Zg,, which are of order 1 for
a large part of the parameter space. Thus, as in FPUT, there
are long timescales that are defined in terms of the results of
numerical integration. Namely, they emerge dynamically from
the underlying nonlinear properties of the system.

B. A strong stochasticity threshold

In the FPUT systems, the evolution of the system greatly
depends on the strength of the nonlinearity. When that pa-
rameter is tuned, two kinds of thresholds can be defined, see
Ref. [18] for a very illustrative presentation. The stochasticity
threshold separates situations in which the overwhelming
majority of the phase space trajectories are regular from sit-
uations in which energy equipartition and therefore thermal-
ization and chaos are eventually reached. It is well known that
FPUT analyzed a situation below the stochasticity threshold.
In fact, if they had introduced a larger perturbation in their
computations, then they would not have found their paradox-
ical results. Typically, the stochasticity threshold plays a role
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FIG. 6. Timescales. The frequency of revivals v, (numerically
computed points are represented by circles) and the distance before
the onset of chaos Z. (numerically computed points are represented
by diamonds, with those placed at Z. = 3500, meaning that Z, is
larger than that value) as a function of f;. Increasing f; corresponds
to increasing the relative importance of the local cubic nonlinearity.
The upper panel corresponds to the / = 1 family of solutions and the
lower panel to [ = 2.

for integrable systems with a finite number of degrees of free-
dom and, therefore, it is not relevant for the discussion of this
paper. On the other hand, the strong stochasticity threshold is
a crossover between weak chaos and strong chaos. The former
corresponds to situations in which it takes a long time to reach
the chaotic regime: Many recurrences can happen before the
memory of the initial condition is lost. Strong chaos means
that the chaotic regime is attained rapidly.

In our analysis, the equivalent of the onset of chaos is the
disintegration of the initial vortex state. The plots of o(z) in
Figs. 2-5 are quite illustrative of this respect. The parameter
fo controls the strength of the local nonlinearity and tuning
it is analog to tuning the strength of the anharmonicity in
the FPUT setup. Figure 5 clearly shows that for growing fj,
recurrences becomes weaker and eventually do not appear at
all, marking the transition between weak and strong chaos.
The plots of Z.(fy) in Fig. 6 illustrate this crossover. These
results could be compared with Figs. 4 and 5 of Ref. [18]
(noting that the Lyapunov exponents are, roughly speaking,
inversely proportional to the time lapse before the onset of
chaos). For [ = 2, the crossover is smooth. For [ = 1, the
function Z.(fy) is rather fractal in the transition region from
the distinctly recurrent solutions to the distinctly nonrecurrent
ones. In itself, this is a manifestation of the chaotic nature
of nonlinear evolution, being reminiscent of the qualitative
behavior of transitions in other setups (see Ref. [39] for a
recent example).

In view of this discussion, we conclude that the upper
bounds of the recurrent f; intervals can be identified with a
strong stochasticity threshold [40], providing a remarkable

link with FPUT dynamics. Notice that strong stochasticity
thresholds are generic in Hamiltonian systems with many
degrees of freedom [18].

V. TOWARD A PHYSICAL IMPLEMENTATION

The spatial dynamics of laser beams is an appealing option
for the experimental implementation of the phenomena de-
scribed above. Poisson nonlinearity arises naturally in thermo-
optical media, ® being related to temperature gradients that
affect the refractive index (a similar nonlinearity has also been
described within nematic crystals [41]). This has attracted
attention recently because it facilitates an optical analog of
gravitational processes [42]. Vortex-ring states have been
created and studied with different purposes [29,43,44]. In all
these cases, the cubic (Kerr) term is negligible. However,
it was recently suggested [34] that it may be enhanced by
suitably doping the medium with nanoparticles and/or by
using pulsed lasers in order to produce an interplay between a
fast and a slow nonlinearity [45]. While such a procedure has
not yet been demonstrated, observing FPUT recurrences is a
strong motivation for its experimental realization.

Let us briefly discuss a rough estimation of a setup that
would correspond to the examples of Sec. IIl. In order to
connect the dimensionless quantities to physical properties,
we can use the relations derived in Sec. II of Ref. [34]. Con-
sider a laser beam with A = 488 nm propagating through lead
glass, with thermal conductivity « = 0.7 W/(mK), thermo-
optic coefficient B = 14 x 107% K~!, linear refractive in-
dex ny = 1.8, linear absorption coefficient o = 0.01 cm™!
[29], and second-order nonlinear refractive index n, = 2.2 X
10" m?/W [45]. Let us assume that the enhancement of the
local nonlinearity corresponds to a factor of 2000, presumably
achievable with typical Q-switching parameters such as 10 ns
pulse duration and 50-kHz repetition rate. Employing these
values in the expressions of Ref. [34], we find that the eigen-
state of Fig. 2 (I = 1, P &~ 3.2, R = 1.4) would have an aver-
age power of 24 W and a vortex-ring radius of 16 wm, whereas
the one of Fig. 3 (I = 1, P ~ 1.7, R = 2.0) would correspond
to 13 W and 24 um and the one of Fig. 4 (I =2, P ~ 4.8,
R = 1.8) to 37 W and 21 um. The propagation distance for a
full decay and revival process would be approximately 38 cm
in the case of Fig. 3 and 16 cm for the one of Fig. 4. Notice
that enhancing n, reduces the needed average power but also
augments the dimensionful counterpart of z. The mentioned
benchmark values indicate that the observation of one or a
few revivals might be feasible in a setup of this sort. On the
other hand, implementing longer propagations with as many
revivals as those shown in Fig. 3 seems a rather far-fetched
possibility.

VI. CONCLUSION AND OUTLOOK

Much effort has been devoted to understanding the dy-
namics of vortex solitons [28]. In the present work, we
have computed the lowest-lying vortex-ring eigenstates of
the NLSE with local cubic and Poisson focusing nonlinear-
ities. We have found nontrivial and robust nonlinear oscilla-
tions between linearly unstable vortex rings and azimuthons
(see also Ref. [21]). In general, the presence of competing
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nonlinearities leads to interesting dynamical processes that do
not manifest in simpler models (see, e.g., Refs. [46,47]). In the
present case, this nonlinear competition allows for the tuning
of a parameter that, for a given topological order, continuously
connects different solutions within the family. We have found
an intriguing structure in the parameter space, with transitions
among stability, recurrent instability, and nonrecurrent insta-
bility. Thus, our discussion addresses a case nonlinear revivals
with similarities to previous works [21-26] but with its own
peculiarities, such as the robustness of the oscillation and the
possibility of tuning the dynamics by modifying the relative
strength of the nonlinear terms.

Even if these results are interesting on their own right,
we have also emphasized the qualitative similarities with
FPUT dynamics of certain features of our setup. The afore-
mentioned tunable parameter plays the role of the strength
of the initial perturbation of FPUT. Remarkably, we have
found that the transition between recurrent and nonrecurrent
solutions presents neat qualitative resemblances to the strong
stochasticity threshold. Moreover, we emphasize that, taking
into account the analogy to the FPUT system, interesting
insights for the dynamics of the system can be developed.

Appealing lines of further inquiry arise. First, it would
be useful to find a better theoretical characterization of the
involved nonlinear dynamics, maybe in terms of a homoclinic
connection as in the case of [48]. A better understanding of
the family of azimuthons, along the lines of Ref. [32], should

also be interesting. Finding and analyzing similar behaviors
in other cases (e.g., different nonlinearities, different dimen-
sion, etc.) would be helpful to shed light on the possible
qualitative connections with FPUT results. For instance, one
may consider a case in which integrability is weakly broken
by nonlocal terms [49] or a scenario in which multisoliton
dynamics can be approximated by interacting point parti-
cles [50], a situation in which an FPUT-like set of ordinary
differential equations might be approximately engineered.
The three-dimensional generalization of the present model
also deserves further study [51]. And, certainly, providing
an experimental realization of the discussed vortex revivals
would be fascinating. Thus, we hope that the present work
will pave the way for research avenues that may shed new
light on the implications of the “little discovery” of FPUT in
connection to the compelling dynamics of nonlinear vortices
and/or solitonic states supported by nonlocal interactions.
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