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Fractional electron transfer kinetics and a quantum breaking of ergodicity
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The dissipative curve-crossing problem provides a paradigm for electron-transfer (ET) processes in condensed
media. It establishes the simplest conceptual test bed to study the influence of the medium’s dynamics on ET
kinetics both on the ensemble level, and on the level of single particles. Single electron description is particularly
important for nanoscaled systems like proteins, or molecular wires. Especially insightful is this framework in the
semiclassical limit, where the environment can be treated classically, and an exact analytical treatment becomes
feasible. Slow medium’s dynamics is capable of enslaving ET and bringing it on the ensemble level from a
quantum regime of nonadiabatic tunneling to the classical adiabatic regime, where electrons follow the nuclei
rearrangements. This classical adiabatic textbook picture contradicts, however, in a very spectacular fashion
to the statistics of single electron transitions, even in the Debye, memoryless media, also named Ohmic in
the parlance of the famed spin-boson model. On the single particle level, ET always remains quantum, and
this was named a quantum breaking of ergodicity in the adiabatic ET regime. What happens in the case of
subdiffusive, fractional, or sub-Ohmic medium’s dynamics, which is featured by power-law decaying dynamical
memory effects typical, e.g., for protein macromolecules, and other viscoelastic media? Such a memory is vividly
manifested by anomalous Cole-Cole dielectric response in such media. We address this question based both on
accurate numerics and analytical theory. The ensemble theory remarkably agrees with the numerical dynamics of
electronic populations, revealing a power-law relaxation tail even in a profoundly nonadiabatic electron transfer
regime. In other words, ET in such media should typically display fractional kinetics. However, a profound
difference with the numerically accurate results occurs for the distribution of residence times in the electronic
states, both on the ensemble level and the level of single trajectories. Ergodicity is broken dynamically even in a
more spectacular way than in the memoryless case. Our results question the applicability of all the existing and
widely accepted ensemble theories of electron transfer in fractional, sub-Ohmic environments, on the level of
single molecules, and provide a real challenge to face, both for theorists and experimentalists.
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I. INTRODUCTION

Electron transfer (ET) is an important physical phe-
nomenon across many research areas ranging from meso-
and nanoscale physics, including physics of quantum dots
and molecular electronics, to molecular and chemical physics,
as well biophysics [1–13]. It is central, e.g., for bioener-
getics [6,14]. On the nanoscale, the single-electron transfer
is especially important and relevant, and the dynamics of
the reaction coordinate coupled to ET generally should not
be disregarded even for a long-range ET in proteins and
bioinspired ET reactions, as discussed in reviews [15,16]
and references cited therein, e.g., [17–21]. The electron as
a light particle is fundamentally quantum in its properties
even if, e.g., the theory of adiabatic electron transport can
be formulated as a purely classical theory on the ensemble
level [1,2,5,7,8]. A common rationale behind this is that
in such regime electrons follow adiabatically to the nuclear
rearrangements, and nuclei can often be treated classically at
sufficiently high temperatures [1,4,6–8]. This classical point
of view has recently been challenged on the level of a single
trajectory description by showing that the statistics of single-
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electron transitions between two diabatic quantum states is
fundamentally different from the results expected from the
classical theory of adiabatic ET [22,23]. The reason for this
lies in a fundamentally quantum nature of electron transitions,
even in the adiabatic transport regime [23].

Hence, we are dealing with a truly quantum breaking of
ergodicity in a seemingly classical adiabatic regime. This
phenomenon should be distinguished from other nonergodic
effects caused by slow relaxation modes of the environment
(classical breaking of ergodicity) [24,25]. In this respect, it
is worth stressing that we mean here the genuine dynamical
nonergodic effects, entering through a relatively slow dynam-
ics of the one-dimensional reaction coordinate coupled to the
electron transfer, rather than via a nonergodic change of the
medium’s reorganization energy in polar solvents [26–28], or
a local phase transition when the medium becomes temporally
trapped in local minima of a multidimensional rough potential
landscape [29]. The latter ones can also be important issues
per se. However, they are beyond the scope of this work deal-
ing with a one-dimensional reaction coordinate description,
as the simplest pertinent dynamical model [30–34]. All the
rest degrees of the environment are not coupled directly to
the electron transfer dynamics and act as memory friction
and the corresponding correlated thermal noise affecting the
dynamics of the reaction coordinate. This physical picture

2470-0045/2019/99(5)/052136(21) 052136-1 ©2019 American Physical Society

http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.99.052136&domain=pdf&date_stamp=2019-05-28
https://doi.org/10.1103/PhysRevE.99.052136


IGOR GOYCHUK PHYSICAL REVIEW E 99, 052136 (2019)

leads ultimately to a dynamical breakdown of the rate de-
scription, like also in [29] within a very different model. The
environment is assumed to be at thermal equilibrium, obeying
the fluctuation-dissipation theorem (FDT) [35,36]. Here lies
a fundamental difference with Refs. [26–28]. However, our
description can also be easily generalized to account for
nonequilibrium noise or periodic field, produced either exter-
nally, or (noise) as a result of nonequilibrium conformational
dynamics [33,37–43], as in various molecular machines [44],
including electron tunneling pumps [43,45].

One should also mention a general notion of ergodicity in
the theory of stochastic processes [46]. Namely, it concerns
coincidence of single-trajectory time averages over a very
large (infinite in theory) time interval and the (infinite in
theory) ensemble averages for the same process. The ergod-
icity in question can be defined and understood in various
senses, e.g., in the mean value (most commonly used in
statistical physics), in the variance of a random process, in
the distribution of its assumed values, etc. [46]. Whenever
the ensemble and trajectory averages are different, we are
speaking about broken ergodicity. In this work, we understand
ergodicity in a kinetic sense [23,47]. Namely, if an equilibrium
ensemble theory is capable of describing statistics of multiple
subsequent single-electron transitions, revealed, e.g., in a very
long “on-off” blinking recording [12,48], the ergodicity in this
kinetic sense holds, and, otherwise, it does not. Our primary
focus in this paper is on what happens when quantum and
classical dynamical breaking of ergodicity meet in anomalous,
nonexponential ET transport kinetics, which cannot be rigor-
ously characterized by a rate anymore.

In this respect, most experiments on ET in various
molecules and molecular compounds are done on the en-
semble level [15,17–21]. On the level of single molecules
and quantum dots, they are less common and appeared first
with the advance of single-molecular research [12,48–50].
In Ref. [49], for example, ET in proteins was studied both
from the ensemble and single-molecular perspectives. ET
kinetics in a naturally occurring flavin reductase (Fre)/flavin
adenine dinucleotide (FAD) protein complex was fitted by
sums of four exponentials in the case of ensemble kinetics and
three exponentials in the case of single-molecular kinetics.
The largest time constant of the ensemble measurements was
3.3 ns, whereas for single-molecular measurements it was
2.26 ns, with the largest transfer time measured of about
10 ns. In this case, the ensemble and single-molecular mea-
surements yielded similar results, which, however, should not
be generally expected for ET in proteins. Furthermore, single-
molecular measurements revealed long-time correlations in
ET transfer times extending far beyond the mean ET transfer
time [49]. The authors explained the origin of these correla-
tions within a nonadiabatic ET theory with a time-modulated
rate that follows a much slower conformational dynamics
over a vast time range from milliseconds to tens of seconds.
They used, in fact, a variant of the theory of dynamical rate
disorder [51–59], which is very different from the approach of
this work, though it suits also well to describe intermittency
and nonexponential kinetics of single-molecular reactions in
fluctuating environments [55–59]. Conformational dynamics
was described by a fractional diffusion in a parabolic po-
tential, first [49] within a fractional Fokker-Planck equation

approach [60,61], and later [62] within a very different frac-
tional Langevin equation approach [24,25,63,64], which we
also use in this work. A Mittag-Leffler relaxation law de-
scribes this dynamics [60,61], which corresponds to a Cole-
Cole dielectric response [25,65].

The theory of electron transfer is mostly based on such en-
semble concepts as reduced density matrix and corresponding
kinetic equations [1,2,5,7,8]. However, can we fully trust in
such ensemble theory concepts and approaches when applied
to single-molecular ET, especially in the case of non-Debye
media featured by a fractional relaxation? We address this
challenging question within a dissipative curve-crossing prob-
lem [7,8,66], with the reaction coordinate treated classically.
Here, the Zusman model of electron transfer generalized
to non-Debye environments [32,67], i.e., with the reaction
coordinate coupled to a sub-Ohmic bosonic thermal bath
[68] instead of the standard Ohmic one [31], provides an
ideal playground. This model corresponds to a subdiffusive
motion of nuclei on the diabatic curve in a particular localized
electronic state, which in the case of standard one-dimensional
parabolic curves leads namely to a Mittag-Leffler relaxation
of the reaction coordinate, when the inertial effects are ne-
glected [25,65]. It is initially stretched exponential and then
changes to a power law. Such a relaxation behavior corre-
sponds precisely [65] to the Cole-Cole anomalous dielectric
response [69], commonly measured in many molecular sys-
tems, including proteins, DNAs, cytosol of biological cells,
and biological membranes [70]. Even bounded water in many
biological tissues displays a Cole-Cole response, unlike the
bulk water [70]. Such a slow, non-Debye relaxation seems to
immediately imply a classical breaking of ergodicity, even if
this fundamental feature does not seem to be realized in the
mainstream research on the sub-Ohmic spin-boson model.

In this respect, it should be mentioned that a standard
spin-boson model of electron transfer can be derived from
the Hamiltonian corresponding to the Zusman model [31] if
to assume that the reaction coordinate equilibrates very fast.
However, namely, this assumption is not easy to justify for
the sub-Ohmic environment. Indeed, the pertinent physical
model is one of spin 1/2 (mathematically equivalent to a
two-level quantum system) coupled to a harmonic oscillator
(reaction coordinate), which in turn is coupled to N thermal
bath oscillators modeling the environment. If only the reaction
coordinate relaxes much faster than the spin dynamics, it
is possible to use a canonical transformation to N + 1 har-
monic oscillators at thermal equilibrium, which are directly
coupled to the spin, which corresponds to the standard spin-
boson model [31]. Otherwise, this is not possible, and if the
relaxation becomes asymptotically a power law, the above
assumption generally becomes quite questionable indeed.

It must be stressed that the adjective “slow” always has a
relative meaning. Perceived absolutely, it can be very mis-
leading. For example, a typical time constant τr entering
the Cole-Cole dielectric response expression, which corre-
sponds to a Mittag-Leffler relaxation law in Eq. (13) below,
is for the water bound in various biological tissues in the
range of 6.8–13.8 ps [70,71]. For fractional dynamics of
various proteins, this time scale can also be in the range of
2–40 ps, as shown both in molecular dynamics simulations
and experiments [72–77], probably due to low frequency
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molecular vibrations and hydrogen bond dynamics, or in
the range of nanoseconds [78], due to the amino acid side
chain rotations. Water at the protein-solvent interface also
exhibits akin anomalous relaxation and dynamics in the range
of picoseconds [79], which is fast for common sense and
everyday experience. The corresponding dielectric response
should be quite stationary in the laboratory. The inverse of
τr corresponds to the frequency on which the corresponding
medium’s degrees of freedom absorb electromagnetic energy
most strongly [70]. For example, myoglobin at room tem-
peratures has a maximum in dielectric loss spectra which
can be fitted by a Havriliak-Negami dielectric response with
τr in the range of microseconds [80]. The corresponding
medium’s relaxation also follows asymptotically a power
law [81]. Both Cole-Cole and Havriliak-Negami responses
correspond to a power-law relaxation on the time scale much
larger than τr , and this can have dramatic consequences for
ET occurring in such media. The low-frequency vibrational
degrees of freedom leading to such anomalous dynamics were
named fractons [82,83], while considering proteins as fractal
structures of finite size at the edge of thermal stability [84–86],
for a fixed macroconformation. However, τr can also belong
to a many orders of magnitude larger time scale, be in the
range of seconds, which was also found experimentally for the
slow conformational dynamics of proteins [49,50]. In fact, τr

can span a huge range of variations and it typically increases
exponentially with lowering temperature [80]. Interestingly,
even coupling to high-frequency quantum vibrational modes
of electron-transferring proteins can exhibit slow power-law
distributed “on-off” fluctuations on the time scale from sec-
onds to minutes [87]. In this work, however, we are more
interested in the relatively fast, yet anomalous, dynamics with
τr in the range from pico- to microseconds.

The generalized Zusman model of electron transfer [32,67]
presents here a very suitable theoretical framework to address
the problem of ergodic vs nonergodic behavior in a semi-
classical regime, with nuclei treated classically. Moreover, a
very important parameter regime of nonadiabatic to solvent-
controlled adiabatic transfer can be studied within the so-
called contact approximation of the curve-crossing problem
[30,31]. Here, the electron tunnel coupling is assumed to
be much smaller than the medium’s reorganization energy
and smaller than the thermal energy kBT [30]. Nevertheless,
it can still be treated nonperturbatively so that the transfer
becomes independent of the strength of electronic coupling
(on the ensemble level) when this coupling becomes suffi-
ciently strong. It happens in the so-called solvent-controlled
adiabatic electron transfer regime. The problem was already
partially studied within a non-Markovian generalization of
Zusman model by Tang and Marcus [67] in the context of
anomalous blinking statistics of quantum dots [11,12,48], in a
model of Davidson-Cole medium [88]. However, it has never
been addressed on the level of a single-trajectory description
rigorously, i.e., by simulating stochastic trajectories which
correspond to such a generalized Zusman model within a
trajectory jump-surface analogy [23,89,90].

The significant advances of this paper are the following.
First, we provide a stochastic trajectory description corre-
sponding to the sub-Ohmic Zusman model in the contact
approximation. It goes fundamentally beyond the Zusman

model itself, which is formulated in the density language, on
the ensemble level, and not on the level of single trajecto-
ries. Next, we revisit the Tang-Marcus theory of generalized
Zusman equations in the contact approximation and confirm
it in some essential detail, while deriving and representing the
analytical results in a different and more insightful way. Dif-
ferently from Tang and Marcus, who considered a Davidson-
Cole environment [88], we consider a genuinely subdiffusive
(generalized) Cole-Cole environment, which allows obtaining
several very insightful analytical results beyond [67]. For
example, an analytical result for the population relaxation is
wholly confirmed by stochastic numerics, which is a remark-
able success. Our results reveal that this relaxation always has
a universal power-law tail, even in the strictly nonadiabatic
electron transfer regime, where the major time course of
relaxation is nearly exponential and described by the Marcus-
Levich-Dogonadze (MLD) nonadiabatic rate. An analytical
expression is derived for both the weight of this tail and the
time point of its origin. Next, we derive also the analyti-
cal expressions for the statistics of electron transitions both
on the single-trajectory and ensemble levels, which follow
from the non-Markovian Zusman equations. As a great sur-
prise, the result for the survival probability of many particles
in a fixed electronic state fails against numerics beyond a
strictly nonadiabatic regime of a vanishingly small electron
coupling. The one for single trajectories does not fail so
badly. It can agree with numerics for a substantial portion
of the initial decay of survival probabilities (up to 90%, and
even more). Moreover, it predicts the correct mean residence
time, which is always finite. However, the correct tail of the
distribution is very different. The theory based on generalized
Zusman equations predicts two different asymptotical power
laws, one on the ensemble level and another one on the level
of single trajectories. However, both tails are indeed stretched
exponential, as reliable stochastic numerics reveal. By and
large, a stretched exponential or Weibull distribution typifies
residence time distributions within the studied model, and not
a power law, by a striking contrast with the non-Markovian
ensemble description. The situation here is radically different
from the memoryless Ohmic case, where the nonequilibrium
ensemble-based theory agrees with stochastic numerics re-
markably well [23]. Why the non-Markovian Zusman-Tang-
Marcus model formulated in the density language, on the
ensemble level, profoundly fails in this respect is explained
and we formulate a physically more justified ensemble ap-
proach invoking a Markovian multidimensional embedding of
non-Markovian reaction coordinate dynamics.

II. MODEL

We start from a standard formulation [7,8] of the problem
of electron transfer between two diabatic, localized elec-
tronic states, i = 1, 2, with electronic energies Ei(x) = κ (x −
x0δ2,i )2/2 − ε0δ2,i, that depend in the Born-Oppenheimer ap-
proximation on a nuclear reaction coordinate x, which is con-
sidered as one-dimensional. Here, for simplicity, we assume
that the electronic curves are parabolic (harmonic approxi-
mation for nuclear vibrations) and have the same curvature
κ (no molecular frequency change upon electron transfer).
Furthermore, ε0 is the difference between electron energies
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at equilibrium positions of nuclei, and x0 is the shift of
the reaction coordinate equilibrium position upon an elec-
tronic transition. The corresponding medium’s reorganization
energy is λ = κx2

0/2. The diabatic electron curves cross,
E1(x∗) = E2(x∗), at the point x∗ = x0(1 − ε0/λ)/2, where the
Born-Oppenheimer approximation is not valid (in the diabatic
basis of localized states). In the vicinity of this point, electron
transitions take place due to tunnel coupling Vtun, which is as-
sumed to be constant (Condon approximation). These are the
standard assumptions, which fix a minimal and standard (thus
far) model considered in this paper. The Hamiltonian of the
model formulated until this point reads Ĥ (x) = E1(x)|1〉〈1| +
E2(x)|2〉〈2| + Vtun(|1〉〈2| + |2〉〈1|). The dynamics of the re-
action coordinate x will be treated classically, like the rest of
the molecular degrees of freedom. They are assumed to be at
thermal equilibrium and to introduce a correlated noise and
memory friction into the dynamics of the reaction coordinate,
see below. Hence, we are dealing with a semiclassical descrip-
tion of ET, where the electron dynamics remains, however,
quantum.

Next, the probability of making a tunnel transition or a
jump from one electronic curve to another can be described
within the Landau-Zener-Stückelberger (LZS) theory [91–93]
as

PLZ(v) = 1 − exp[− f (v)], (1)

which is a milestone result in the theory of quantum transport.
Here,

f (v) = 2π

h̄

|Vtun|2
|v∂	E (x)/∂x|x=x∗

, (2)

with 	E (x) = E1(x) − E2(x) = ε0 − λ + 2λx/x0 being the
difference of electron energies, and v the reaction coordinate
instant velocity at the crossing point. In the lowest second
order approximation in the tunnel coupling, PLZ(v) ≈ f (v).
This latter result follows from Fermi’s “golden rule” quantum
transition rate,

K (x) = 2π

h̄
|Vtun|2δ[	E (x)], (3)

applied at the crossing point. The LZS result (1) is a nonper-
turbative result beyond the golden rule.

A. Trajectory description

The dynamics of the reaction coordinate will be described
by a standard Kubo-Zwanzig generalized Langevin equation
(GLE) [7,35,36],

Mẍ +
∫ t

0
η(t − t ′)ẋ(t ′)dt ′ + ∂Ei(x)

∂x
= ξ (t ), (4)

which depends on the quantum state i. Here, M is an effective
mass of the reaction coordinate, η(t ) is a memory friction
kernel, and ξ (t ) is a correlated zero-mean Gaussian thermal
noise of the environment at temperature T . It is completely
characterized by its autocorrelation function (ACF) that is
related to the memory friction by the fluctuation-dissipation
relation (FDR) named also the second fluctuation-dissipation
theorem (FDT) by Kubo, 〈ξ (t )ξ (t ′)〉 = kBT η(|t − t ′|). This
description comes from a multidimensional picture of the

reaction coordinate, where an effective one-dimensional path-
way, parametrized by a generalized coordinate x, between
two stable configurations of nuclei corresponding to electronic
states can be identified. Then, the rest of the molecular vi-
brations and possibly also the molecular degrees of freedom
of a solvent surrounding the ET molecule, e.g., a protein,
serve as a thermal bath for the reaction coordinate. They
introduce friction and noise, which are related by the FDT, as
it follows from the main principles of equilibrium statistical
mechanics, and a standard derivation of GLE dynamics from
a Hamiltonian model [25,35,36]. In this paper, we neglect
the inertial effects M → 0, which corresponds to a singular
model of overdamped Brownian motion with formally infinite
mean-squared thermal velocity, v2

T = kBT/M → ∞. As ex-
plained in Ref. [23], within this overdamped approximation,
an effective linearization, PLZ(v) ≈ f (v), takes place, in fact,
even without making explicitly a lower order expansion in
Vtun. In the numerical simulations though, we shall use Eq. (1),
to avoid an extra, explicit approximation, and to be more
general on the trajectory level of description.

Furthermore, we assume that the memory kernel consists
of two parts, η(t ) = 2η0δ(t ) + ηαt−α/(1 − α), 0 < α < 1,
where η0 is normal Stokes friction coefficient, ηα is anoma-
lous, fractional friction coefficient, and (z) is the well-known
gamma function. The former one corresponds to the Ohmic
model of the thermal bath, where the spectral bath density is
linear in frequency ω, J (ω) ∝ η0ω [68]. It corresponds to a
standard exponential Debye relaxation of nuclei to equilib-
rium. Moreover, the latter one corresponds to a sub-Ohmic
model of the thermal bath, J (ω) ∝ ηαωα [25,68]. For η0 =
0, the relaxation dynamics of the reaction coordinate in a
fixed electron state is described by the Mittag-Leffler func-
tion [94], Eα (z) = ∑∞

0 zn/(1 + αn), as 〈δx(t )〉 = δx(0)θ (t ),
with relaxation function θ (t ) = Eα[−(t/τr )α], where τr =
(ηα/κ )1/α is an anomalous relaxation constant, and δx(0) is
an initial deviation from equilibrium position. τr will be used
as a time scale in our simulations. This model corresponds
[65] to celebrated Cole-Cole dielectric response [69] com-
monly measured, e.g., in proteins and lipid membranes [70],
where the inverse of τr defines a non-Debye frequency at
which the medium most efficiently absorbs electromagnetic
energy. With τr in a huge temporal range from picoseconds
[72–77,83–86] to nanoseconds [78], and even up to seconds
[49,50], the corresponding fractional relaxation dynamics is
typical for proteins. More generally, we can have, however,
a mixture of Ohmic and sub-Ohmic environments. As ex-
plained earlier [95], for η0 sufficiently small, the relaxation
in a parabolic well will be almost indistinguishable from the
Mittag-Leffler relaxation, and the corresponding dielectric re-
sponse will be nearly Cole-Cole. We keep η0 finite for several
reasons. First, it allows justifying overdamped approximation
even for α < 0.4, where it becomes questionable for η0 = 0
[96,97]. Second, such a normal friction component should be
typically present, even when it is not dominant, e.g., for a
protein in water solvent, or in the cytoplasm with dominating
water content. The third reason will become clear below.

Notice also that the model considered here differs from
one corresponding to the Davidson-Cole dielectric response
that was studied by Tang and Marcus [67]. The Davidson-
Cole model does not yield asymptotically subdiffusion. It
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is not a fractional diffusion model. In fact, subdiffusion
exists only on the time scale t 
 τr [65]. The asymp-
totic behavior in both models is very different. The re-
laxation function within the Davidson-Cole model reads
θ (t ) = (α, t/τr )/(α) [65,81,88], where (a, z) is incom-
plete Gamma function. It decays asymptotically exponen-
tially, θ (t ) ∼ exp(−t/τr )(τr/t )1−α , t � τr , even faster than
the Debye relaxation function θ (t ) = exp(−t/τr ).

The corresponding thermal noise ξ (t ) is also split
in our model into the two parts, ξ (t ) = ξ0(t ) + ξα (t ),
with 〈ξ0(t )ξ0(t ′)〉 = 2kBT δ(t − t ′) and 〈ξα (t )ξα (t ′)〉 = kBT ηα

|t − t ′|−α/(1 − α). ξ0(t ) is a standard white Gaussian noise
(time derivative of Wiener process), whereas ξα (t ) is a
fractional Gaussian noise [98] (time derivative of fractional
Brownian motion [98–100]). Using the notion of fractional
Caputo derivative, dαx

dtα := ∫ t
0 (t − t ′)−α ẋ(t ′)dt ′/(1 − α) [94],

the corresponding GLE can be rewritten in the form of a
fractional Langevin equation (FLE) [24,25,62–64,101,102],

η0
dx

dt
+ ηα

dαx

dtα
+ ∂Ei(x)

∂x
= ξ0(t ) + ξα (t ). (5)

In numerical simulations done in the spirit of a surface
hopping approach [54,89,90], dynamics of the reaction co-
ordinate is propagated in accordance with this equation (its
finite-dimensional approximate Markovian embedding; see
below) in a fixed electronic state and at each crossing of x∗
a jump into another electronic state can occur with the above
probability PLZ(v). If an electron transition occurs, x is further
stochastically propagated on the another curve Ei(x), until the
electron jumps back, on so on, for a very long time covering a
huge number of transitions.

B. Generalized Zusman equations

This trajectory model has for arbitrary η(t ) in the overdamped
limit of M → 0, a known ensemble counterpart. It is pro-
vided by the generalized Zusman equations [32,67], consid-
ered in the contact approximation. Indeed, the overdamped
motion of the reaction coordinate in one fixed electronic
state is described by the non-Markovian Fokker-Planck equa-
tion (NMFPE), ṗi(x, t ) = L̂(t )pi(x, t ), with a time-dependent
Smoluchowski operator [103–105]

L̂i(t ) = D(t )
∂

∂x
e−βEi (x) ∂

∂x
eβEi (x)

= D(t )

x2
T

∂

∂x

(
x − x0δ2,i + x2

T

∂

∂x

)

:= D(t )L̂(0)
i . (6)

Here, β = 1/kBT is the inverse temperature, x2
T = kBT/κ is

the equilibrium variance of the reaction coordinate distribu-
tion in a fixed electronic state, and D(t ) is a time-dependent
diffusion coefficient whose time dependence expresses non-
Markovian memory effects. It reads [103–105]

D(t ) = −x2
T

d

dt
ln θ (t ), (7)

where θ (t ) is the coordinate relaxation function in a
fixed electronic state, with the Laplace-transform θ̃ (s) :=

∫ ∞
0 e−stθ (t )dt reading [25,65]

θ̃ (s) = η̃(s)

κ + sη̃(s)
, (8)

for arbitrary memory kernel η(t ) in Eq. (4) (with M =
0). For example, for the fractional dynamics in Eq. (5)
with η0 = 0, we have θ (t ) = Eα[−(t/τr )α] and D(t ) =
−x2

T d ln Eα[−(t/τr )α]/dt . It must be emphasized that such
equations are known only for strictly parabolic Ei(x). The
exact form of D(t ) for nonlinear dynamics remains simply
unknown. From this already, one can conclude that the tra-
jectory description given above is much more general. It
can be readily generalized to a nonlinear dynamics of the
reaction coordinate. The solution of NMFPE for some initial
pi(x, t0 = 0) = δ(x − x′) yields the well-known Green func-
tions [103–105]

Gi(x, t |x′) = 1√
2πx2

T [1 − θ2(t )]
e−[x−x0δi,2−x′θ (t )]2/2x2

T [1−θ2(t )],

(9)

which play an important role in the theory.
It must be mentioned that any convolution-less NMFPE

with a time-dependent D(t ) can also be formally brought into
an alternative form [103,106],

ṗi(x, t ) =
∫ t

0
L̂(c)

i (t − t ′)pi(x, t ′)dt ′, (10)

with the Laplace-transformed ˜̂L(c)
i (s) which is related in

the operator form as G̃i(s) = [s − ˜̂L(c)
i (s)]−1 to the Laplace-

transformed Green function G̃i(x, s|x′) corresponding to the
Smoluchowski operator L̂i(t ). This relation suffices for the
following. We do not need to know L̂(c)

i (t − t ′) explicitly.
For the model in Eq. (5), the Laplace-transformed relax-

ation function reads [95]

θ̃ (s) = τ0 + τr (sτr )α−1

sτ0 + 1 + (sτr )α
, (11)

where τ0 = η0/κ , τr = (ηα/κ )1/α . In a particular case of
α = 0.5, which will be studied numerically in this work, the
inversion to the time domain can be easily done. It reads

θ (t ) = 1

2

(
1 + 1√

1 − 4z

)
e(1−√

1−4z)2t/(4z2τr )

× erfc[(1 − √
1 − 4z)

√
t/(4z2τr )]

+ 1

2

(
1 − 1√

1 − 4z

)
e(1+√

1−4z)2t/(4z2τr )

×erfc
[
(1 + √

1 − 4z)
√

t/
(
4z2τr

)]
, (12)

where z = τ0/τr , and erfc is complementary error function.
Furthermore, for any 0 < α < 1, if τ0 
 τr , then relaxation
follows approximately

θ (t ) ≈ Eα[−(t/τr )α], (13)

except for a small range of initial times t < τ0 = zτr [107].
Now we are in a position to write down generalized Zus-

man equations in a contact approximation by taking electron
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tunneling into account, which happens at the curve crossing
point x∗. For a joint probability density, pi(x, t ), of electronic
level populations i and values x of the reaction coordinate
these equations read [67]

ṗ1(x, t ) = −K (x)[p1(x, t ) − p2(x, t )] + L̂1(t )p1(x, t ),

ṗ2(x, t ) = K (x)[p1(x, t ) − p2(x, t )] + L̂2(t )p2(x, t ), (14)

where K (x) is the golden rule expression in Eq. (3). It can
be written as K (x) = v0δ(x − x∗), with v0 = π |Vtun|2x0/(h̄λ)
being a tunneling velocity at the crossing point [108]. These
are nothing but classical anomalous diffusion-reaction equa-
tions with sink terms expressing quantum transitions from
one to another electronic state. Based on an earlier theory of
generalized Zusman equations by Tang [32], these equations
were introduced by Tang and Marcus [67] to study statistics of
single-electron transitions in a model of quantum dots. They
appear also within a generalized Sumi-Marcus theory for a
narrow reaction window approximation [53,108,109]. In the
latter case, x∗ and v0 have, however, a different interpretation
[53,109], which we will not consider here. Formally, Eqs. (14)
look similar to the original, memoryless Zusman equations
in the contact approximation [30]. The difference is that
the memoryless Smoluchowski operators are just replaced
by ones with a time-dependent D(t ) that expresses non-
Markovian memory effects [103–105]. Beyond the contact
approximation, within the four component Zusman equations,
K (x) should be an involved function peaked at x∗ whose
explicit expression has been found [33] thus far for a strictly
Markovian Debye model only. Below we solve Eqs. (14)
and compare our solution with the earlier results [32,67].
Moreover, our analytical solution will be tested against the
numerical results of the stochastic trajectory description. It
will be shown where and why the overall approach based
on a non-Markovian Fokker-Planck equation fails to describe
statistics of single-electron transition events, in principle, i.e.,
its principal limitations will be revealed. These fundamental
limitations reflect the nonergodic nature of electron transfer
in markedly non-Debye environments.

III. ANALYTICAL THEORY

A. Evolution of electronic populations

Our first goal is to derive an analytical expression
for the relaxation of electronic populations p1,2(t ) =∫ ∞
−∞ p1,2(x, t )dx. We start from a formal convolution analogy

of Eq. (14) written in the vector-matrix operator form and
Laplace transformed,

[sI + K(x) − L̃(s)]P̃(x, s) = P(x, 0). (15)

Here, I is 2 × 2 unity matrix and

P̃(x, s) =
(

p̃1(x, s)

p̃2(x, s)

)
, L̃(s) =

(
˜̂L(c)

1 (s) 0
0 ˜̂L(c)

2 (s)

)
,

K(x) = K (x)

(
1 −1

−1 1

)
, P(x, 0) =

(
p1(x, 0)

p2(x, 0)

)
. (16)

All the corresponding Laplace transforms are denoted as the
original quantities with tilde and Laplace variable s instead of
time variable t . Next, we proceed closely to Ref. [33] and use

a projection operator � whose action on arbitrary function
f (x) is defined by

� f (x) =
(

p(eq)
1 (x) 0

0 p(eq)
2 (x)

) ∫ ∞

−∞
f (x)dx

= Peq(x)
∫ ∞

−∞
f (x)dx, (17)

where p(eq)
i (x) = exp[−(x − x0δi,2)2/(2x2

T )]/
√

2πx2
T are the

equilibrium distributions of the reaction coordinate in the
fixed electronic states. It is easy to check that �2 = �, and
�P̃(x, s) = Peq(x)p̃(s), where p̃(s) = [ p̃1(s), p̃2(s)]T is the
vector of Laplace-transformed electronic populations. This
allows us to split P̃(x, s) as P̃(x, s) = Peq(x)p̃(s) + P̃1(x, s),
where P̃1(x, s) = QP̃(x, s) is an orthogonal vector and Q =
I − � is a complementary projector, �Q = Q� = 0. Using
standard operations with projection operators and such prop-
erties as L̃(s)Peq(x) = 0 allows us to exclude the irrelevant
part P̃1(x, s). After some standard algebra, we obtain the
following exact result:

[k(s) + sI]p(s) = p(0), (18)

with the matrix

k(s) = P−1
eq �K(I − {sI + Q[K − L̃(s)]}−1QK)Peq. (19)

This result holds for the class of initial preparations
with equilibrated reaction coordinate, pi(x, 0) =
p(eq)

i (x)pi(0), p1(0) + p2(0) = 1. Next, using QL̃(s) = L̃(s)
and formal operator expansions like [Â + B̂]−1 = [Â(1 +
Â−1B̂)]−1 = [1 + Â−1B̂]−1Â−1 = ∑∞

n=0(−1)n(Â−1B̂)nÂ−1,
with Â = sI − L̃(s), and B̂ = QK, the above result can
formally exactly be represented as

k(s) = P−1
eq �K

[
I −

∞∑
n

(−1)n[G̃(s)QK]n+1

]
Peq, (20)

where G̃(s) = [sI − L̃(s)]−1 is the Laplace-transformed
Green function operator. In the coordinate representation, its
components read G̃i j (x, s|x′) = δi j G̃i(x, s|x′), with G̃i(x, s|x′)
being the Laplace-transformed Green function in Eq. (9),
which is well known. In this respect, action of opera-
tor G̃i(s) on any function f (x) is defined by the integral∫ ∞
−∞ G̃i(x, s|x′) f (x′)dx′. Within the considered model with

K (x) = v0δ(x − x∗), the multiple integrals entering Eq. (20)
can be reduced to powers of one-dimensional integrals and
the resulting geometric series can be summed up exactly. We
obtain the exact result,

k(s) = [I + K(na)T̃(s)]−1K(na). (21)

Here, the elements of the matrices

K(na) =
(

k(na)
1 −k(na)

2

−k(na)
1 k(na)

2

)
,

T̃(s) =
(

τ̃1(s) 0

0 τ̃2(s)

)
(22)
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are defined by the integral relations

k(na)
1,2 =

∫ +∞

−∞
K(x)p(eq)

1,2 (x)dx

= 2πV 2
tun

h̄
√

4πλkBT
e−E (a)

1,2/kBT , (23)

and

τ̃1,2(s) =
∫ ∞

0
dt e−st

[
G1,2(x∗, t |x∗)/p(eq)

1,2 (x∗) − 1
]

= G̃1,2(x∗, s|x∗)/p(eq)
1,2 (x∗) − 1/s. (24)

Equation (23) is the celebrated Marcus-Levich-Dogonadze
expression [3,5,9] for the rate of nonadiabatic electron trans-
fer. Here, E (a)

1,2 = (ε0 ∓ λ)2/(4λ) are the activation energies
displaying a parabolic dependence on the energy bias ε0 (the
famous Marcus parabola). The very fact that this is a quantum
rate, despite that it is often named classical, is expressed by
the quantum tunneling prefactor in Eq. (23). Furthermore, the
limit lims→0 τ̃i(s) = τ ad

i = 1/kad
i , in Eq. (24), when it exists,

yields the inverse of adiabatic Marcus-Hush [1,4,9] rates of
electron transfer kad

i (for Debye solvents), or their generaliza-
tions (beyond Debye solvents). As a result, the dynamics of
electronic populations is governed by the generalized master
equations (GMEs) reading

ṗ1(t ) = −
∫ t

0
k1(t − t ′)p1(t ′)dt ′ +

∫ t

0
k2(t − t ′)p2(t ′)dt ′,

ṗ2(t ) = −ṗ1(t ) (25)

with the memory kernels defined by their Laplace transforms

k̃i(s) = k(na)
i

1 + τ̃1(s)k(na)
1 + τ̃2(s)k(na)

2

. (26)

This is the first profound result of this work. When they exist,
the (generalized) Zusman rates of electron transfer read k1,2 =
k̃1,2(0). For example, in the case of Davidson-Cole solvents
such rates do exist and a Markovian approximation of the
relaxation dynamics can be done on the time scale t � τr , for
sufficiently high activation barriers E (a)

1,2 � kBT . In our case
of subdiffusive reaction coordinate, however, lims→0 τ̃i(s) =
∞, see below, and this has dramatic consequences for ET
transfer kinetics in such subdiffusive environments because a
Markovian approximation to (25) is generally simply wrong.
Namely, in the Appendix, it is shown that the asymptotic
behavior of τ̃1,2(s) for 0 < α < 1 in the limit s → 0 and for
sufficiently large activation barriers (over several kBT ) is

τ̃1,2(s) ∼ 2r1,2τr (sτr )α−1, (27)

where r1,2 = E (a)
1,2/(kBT ) is activation energy in the units of

kBT . On the other hand, the asymptotic behavior of τ̃1,2(s) for
large sτr � 1 is

τ̃1,2(s) ∼
√

π
η̃0

2
(er1,2 − 1)τr (sτr )−1/2, (28)

universally, for any α, whenever η0 �= 0. This asymptotics
is very important for the statistics of single electron transi-
tions. Here, η̃0 = η0/(ηατ 1−α

r ) = z is a scaled normal friction
coefficient. By a comparison of (27) and (28) one can see

that the both asymptotics coincide only for α = 0.5 and

for
√

η̃0

2 (er1,2 − 1) = 2r1,2/
√

π . Hence, only for a symmetric
case, r1 = r2 = r and α = 0.5 one can choose r and η̃0 so
that (27) or (28) can work approximately uniformly for any
s. Figure 4(a) serves to illustrate such a case which offers a
possibility for nice analytical expressions; see below. This is
actually the third reason for choosing the model with a finite
η0. With η0 = 0, the large-s asymptotics of τ̃1,2(s) is

τ̃1,2(s) ∼ (1 − α/2)
√

(1 + α)/2(er1,2 − 1)τr

(sτr )1−α/2
. (29)

In this case, the short and long time asymptotics can never
coincide. It will be studied in detail elsewhere.

Furthermore, it is easy to show that the relaxation of
populations follows

p1,2(t ) = p(eq)
1,2 + [

p1,2(0) − p(eq)
1,2

]
R(t ), (30)

where p(eq)
2,1 = k(na)

1,2 /[k(na)
1 +k(na)

2 ] = 1/{1+ exp[±ε0/(kBT )]}
are equilibrium populations and R(t ) is a population relax-
ation function with the Laplace transform reading

R̃(s) = 1

s + k̃1(s) + k̃2(s)

= 1

s + k(na)
1 +k(na)

2

1+τ̃1(s)k(na)
1 +τ̃2(s)k(na)

2

. (31)

This general result looks formally equivalent to one obtained
by Tang in a very different way [32]. However, Tang used a
very different G̃1,2(x∗, s|x∗) [32], and the results are equiv-
alent in fact only for Debye solvents. The importance of this
general result reaches beyond the particular GLE model of this
work. For example, with the Green function of the fractional
Fokker-Planck equation [60], it corresponds to a matching
non-Markovian generalization of Zusman model. Moreover,
other generalized Fokker-Planck equation descriptions based
on continuous time random walks with finite mean residence
times in traps [57,110] can be used. These models are, how-
ever, beyond the scope of this work.

The Green function in this work is related to one used
by Tang and Marcus [67], who did not study, however, the
relaxation of electronic populations. Moreover, they consid-
ered a Davidson-Cole medium, while we consider a Cole-Cole
medium, which is another profound point of difference. Let us
consider limiting cases of this expression for the model under
study.

1. Limit of solvent-controlled adiabatic transfer

First, we consider the formal limit of Vtun → ∞, in which
we obtain k̃1(s) ≈ k(ad )

1 (s) = 1/{τ̃1(s) + τ̃2(s) exp[−ε0/

(kBT )]}, k̃2(s) ≈ k(ad )
2 (s) = k(ad )

1 (s) exp[−ε0/(kBT )], and

R̃(s) = τ̃1(s)p(eq)
2 + τ̃2(s)p(eq)

1

1 + s
[
τ̃1(s)p(eq)

2 + τ̃2(s)p(eq)
1

] . (32)

It must be mentioned once again that physically Vtun has
to be much smaller than λ and not exceed kBT in this
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solved-controlled adiabatic regime. Otherwise, the considered
model cannot be physically justified. The result in Eq. (32)
is the second important result of this paper. It also solves
the problem of overdamped classical anomalous relaxation
with arbitrary kernel η(t ) in a cusplike bistable potential
consisting of two pieces of parabolas of equal curvature.
It is so because in the limit v0 → ∞ the particle crosses
the boundary between two domains of attraction with the
probability one, once it arrives at the boundary (absorbing
boundary). It must be, however, also emphasized that this
result does not describe a typical time scale of transitions
of single particles between two domains of attraction (which
does exist!) because of a broken (!) ergodicity; see below: the
ensemble and single-trajectory descriptions are fundamentally
different. It describes how the particles redistribute between
two attraction domains, all starting, e.g., in one of them,
whereas approaching an equilibrium distribution (equiparti-
tion in the symmetric case). Each particle crosses the bound-
ary a huge number of times during this equilibration process.
An especially insightful and beautiful result is obtained when
both asymptotics, (27) and (28), coincide. Then, GME (25)
can approximately be written as a fractional master equation
[61,111],

ṗ1(t ) = −0D̂1−α
t [kα,1 p1(t ) − kα,2 p2(t )],

p2(t ) = 1 − p1(t ), (33)

with fractional rates kα,1 = 1/[2τr (r1 + r2e−ε0/kBT )]
α
,

kα,2 = kα,1 exp[−αε0/(kBT )] and fractional Riemann-
Liouville time derivative [94],

0D̂1−α
t p(t ) := 1

(α)

d

dt

∫ t

0
dt ′ p(t ′)

(t − t ′)1−α
. (34)

This remarkable form, which, anyway, is valid, in fact, only
for α = 0.5, the symmetric case, ε0 = 0 and a special choice
of the pair η0, r (see above), can, however, be also very mis-
leading. One has to be very careful with it because a perplexed
reader might attribute Eq. (33) to a nonstationary continu-
ous time random walk [60,61,112–115] with divergent mean
residence times in the traps of a rough potential landscape
for the reaction coordinate. It corresponds, however, quite
on the contrary, to the stationary, equilibrated dynamics of
the reaction coordinate. Namely, such surface analogies lead
to two very different “fractional” dynamics in the literature,
which might look perplexingly very similar [116]. In this case,
we have

R̃(s) = τad (sτad )α−1

1 + (sτad )α
, (35)

where we introduced a scaling relaxation constant

τad = τr
(
2r1 p(eq)

2 + 2r2 p(eq)
1

)1/α
. (36)

The result in Eq. (32) inverted to the time domain reads R(t ) =
Eα[−(t/τad )α], i.e., it is described by the Mittag-Leffler relax-
ation function, precisely so as the relaxation of the reaction
coordinate in the considered Cole-Cole solvent (τ0 
 τr), but
with a very different scaling time τad . The striking feature
is that τad scales not exponentially with the height of the
activation barrier and temperature, but as a power law. For the

symmetric case,

τad = τr (2E (a)/kBT )1/α. (37)

This result is significant. In the case of rate processes, such
power-law dependencies are usually attributed to quantum
mechanical effects [68]. In the present case, however, it has
nothing to do with quantum mechanics.

2. Nonadiabatic ET

Next, it worthwhile to notice that the inversion of R̃(s)
to the time domain can be done precisely for α = 0.5, for
any Vtun, within the approximation (27) taken for granted
uniformly. Namely, such a case will be treated numerically
below. This inversion reads

R(t ) = 1

2

⎛
⎝1 + κad√

κ2
ad − 4κad

⎞
⎠E1/2(−ζ1

√
t/τad )

+ 1

2

⎛
⎝1 − κad√

κ2
ad − 4κad

⎞
⎠E1/2(−ζ2

√
t/τad ), (38)

where E1/2(−z) = ez2
erfc(z) is Mittag-Leffler function of

index 1/2 expressed via the complimentary error function.
Furthermore, κad = knaτad is an adiabaticity parameter, and
ζ1,2 = κad (1 ∓ √

1 − 4/κad )/2. Here, kna = k(na)
1 + k(na)

2 is
the total nonadiabatic rate. This is an important result to be
checked against numerics because of its simplicity and the
insights it provides. In the adiabatic transfer regime, κad � 1,
ζ1 ≈ 1, and ζ2 ≈ κad . In this case, R(t ) ≈ E1/2(−√

t/τad ). For
κad < 4, ζ1 and ζ2 are complex-conjugated with the real part
1/2.

Furthermore, the asymptotic behavior of R(t ) is universal,
as follows from (27):

R(t ) ∼ 1

(1 − α)

(τad

t

)α

, t → ∞. (39)

This behavior in Eq. (39) has not been found earlier for ET
in non-Debye environments. The algebraic scaling of the tail
with time, R ∝ 1/tα , apart from a nontrivial time constant
τad entering it, reflects the behavior of the autocorrelation
function of fractional Gaussian noise ξα (t ). It worth noting
that a similar heavy tail was also found in the relaxation
of a two-level quantum mechanical system driven by a very
different two-state stationary non-Markovian noise whose au-
tocorrelation function exhibits, however, the same power-law
scaling in its asymptotic decay [117]. Hence, it seems to
be a generic feature, independently of the noise amplitude
statistics, being primarily determined by the scaling of its
ACF. Given this result and that lims→0 k(na)

1,2 τ̃1,2(s) = ∞, it
seems first very questionable that a nonadiabatic ET transfer
regime with

R(t ) = exp[−knat] (40)

can exist at all in a Cole-Cole medium. Indeed, the ini-
tial behavior of R(t ) in the adiabatic transfer regime is
stretched exponential, R(t ) ≈ exp[−(t/tin)γ ], with γ = α and
tin = τad(1 + α)1/α . However, with decreasing tunnel cou-
pling Vtun, the stretching power-law exponent γ gradually
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approaches unity. Hence, with ever smaller Vtun, the initial
regime (40), where ET has a nonadiabatic character, is not
only gradually established, but it can cover over 90% of the
population transfer. Nevertheless, the residual power-law tail
starts at some transition time tc, which can be found from an
approximate matching condition

exp[−knatc] = 1

(1 − α)

(
τad

tc

)α

, (41)

solved for a large tc/τad . The corresponding real solution reads

tc = −τad
α

κad
LambertW

(
−1,− κad

α(1 − α)1/α

)
, (42)

where LambertW(−1, x) is a −1 branch of the Lambert spe-
cial function [118]. In the nonadiabatic anomalous ET regime,
the adiabaticity parameter κad 
 1. For example, for α =
0.5 and κad = 0.01, tc ≈ 350.155 τad , and the corresponding
R(tc) ≈ 0.0301, i.e., about 97% of population relaxation is
nearly exponential and well described by the nonadiabatic
MLD rate. However, the rest 3% follows an algebraically slow
approach to equilibrium. Another example, for κad = 0.001,
tc ≈ 4811.776 τad , and R(tc) ≈ 0.0081. Clearly, in a deeply
nonadiabatic ET regime, a heavy tail with such a small initial
amplitude can be masked by the population fluctuations,
see below, be buried in them, and, hence, not detectable.
Therefore, beyond any doubts, a nonadiabatic ET does exist
in a sense described even in dynamically anomalously slow
environments.

B. Survival probabilities in electronic states:
An equilibrium ensemble perspective

Let us now pose a question: What is the survival probability
Fi(t ) of electron in the state i before it switches to another state
for the first time? To answer this question one should forbid
the return of the electron after it made the transition, i.e., to
put to zero either k1(t ) → 0 or k2(t ) → 0 in Eq. (25), and
either k(na)

1 → 0, or k(na)
2 → 0 in the denominator of Eq. (26).

Then, the answer follows immediately in the Laplace space
from Eq. (26):

F̃ (ens)
i (s) = 1 + τ̃i(s)k(na)

i

s
[
1 + τ̃i(s)k(na)

i

] + k(na)
i

. (43)

For the model under study, the long-time behavior of F (ens)
i (t )

displays the same universal feature,

F (ens)
i (t ) ∼ 1

(1 − α)

(τi,ad

t

)α

, t → ∞, (44)

but with a different constant τi,ad = τr (E (a)
i /kBT )

1/α
. Like-

wise, all the above discussed features of R(t ) apply to F (ens)
1,2 (t )

upon putting τ2,ad → 0, or τ1,ad → 0, respectively, in the cor-
responding expressions for R(t ). The most striking feature of
the corresponding residence time distribution (RTD), ψi(t ) =
−dFi(t )/dt ∝ 1/t1+α , is that it does not have a finite mean.
For the case of α = 0.5 and for the parameters where the ap-
proximation (27) works uniformly, the corresponding F (ens)

i (t )
are given by the right-hand side of Eq. (38), with τi,ad instead
of τad , and κi,ad replaced by κi,ad = k(na)

i τi,ad . Accordingly,
ζ

(i)
1,2 = κi,ad (1 ∓ √

1 − 4/κi,ad )/2, instead of ζ1,2.

C. Statistics of single-electron transitions

The result in Eq. (43) does not describe, however, the
statistics of single-electron transitions, F (sgl )

i (t ). Indeed, each
jump of an electron occurs at the same (in the contact ap-
proximation) very nonequilibrium value x∗ of the reaction
coordinate. This feature is very different from the assumption
about a thermally equilibrated reaction coordinate resulting in
Eq. (43). In fact, the quantum nature of electron transitions
is indispensable even in the classical adiabatic ET regime,
when it is considered on the level of single trajectories. This
fact leads to a quantum breaking of ergodicity even in Debye
solvents. To derive the statistics of single-electron transitions
from generalized Zusman equations one must think differently
[22,23,67]. Indeed, let an electron start in the state i at time
t0 = 0 with the reaction coordinate fixed at x′. Then, at time t ,
pi(x, t ) obeys an integral equation [119]

pi(x, t ) = Gi(x, t |x′)

−
∫ t

0
dt ′

∫ ∞

−∞
dx′Gi(x, t − t ′|x′)K (x′)pi(x

′, t ′).

(45)

We are interested in the survival probability in this state
and therefore consider only sink K (x) out of this state. With
K (x) = v0δ(x − x∗) this yields

pi(x, t ) = Gi(x, t |x′)

− v0

∫ t

0
dt ′Gi(x, t − t ′|x∗)p(x∗, t ′). (46)

The Laplace-transform of this equation gives

p̃i(x, s) = G̃i(x, s|x′) − v0G̃i(x, s|x∗) p̃(x∗, s), (47)

and from it one can find

p̃(x∗, s) = G̃i(x∗, s|x′)
1 + v0G̃i(x∗, s|x∗)

. (48)

The survival probability in the state i is Fi(t ) =∫ ∞
−∞ pi(x, t )dx. Hence, from Eqs. (47) and (48), and using

normalization of Green function,
∫

Gi(x, t |x′)dx = 1, we find

F̃i(s) = 1

s
[1 − v0 p̃i(x

∗, s)]

= 1 + v0[G̃i(x∗, s|x∗) − G̃i(x∗, s|x′)]
s + v0sG̃i(x∗, s|x∗)

. (49)

Now, if the initial x′ is taken from the equilibrium distribution
of the reaction coordinate, then one must replace G(x, t |x′)
with p(eq)

i (x) in the first line of Eqs. (45) and (46) and also
G̃i(x∗, s|x′) with p(eq)

i (x∗)/s in Eq. (49). Then, upon taking
Eq. (24) into account and the fact that k(na)

i = ν0 p(eq)
i (x∗)

we immediately reproduce the result in Eq. (43). This is
just another way to derive it. However, for the statistics of
single trajectories one must take Gi(x∗, s|x′) = Gi(x∗, s|x∗) in
Eq. (49), which yields

F̃ (sgl )
i (s) = 1

s
[
1 + τ̃i(s)k(na)

i

] + k(na)
i

(50)

instead of (43). The difference is, in fact, huge. First of all,
with Eq. (27) in (50), one can see immediately that the mean
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residence time in the electronic states 〈τi〉 = lims→0 F̃ (sgl )
i (s),

not only exists, but it equals always the inverse MLD rate,
〈τi〉 = 1/k(na)

i . This is a striking result. It shows how mislead-
ing an equilibrium ensemble theory perspective can be for the
single-trajectory statistics! The result in Eq. (50) is equivalent
to one in Eq. (2) of Ref. [67] by Tang and Marcus for the
RTD ψ̃i(s) therein (our notations are different), which can be
obtained as ψ̃i(s) = 1 − sF̃ (sgl )

i (s) = p̃i(x∗, s). However, our
form is better because it allows avoiding some pitfalls in the
analysis possible especially in the case of finite adiabatic times
τ̃1,2(0). It predicts a power law for the electron RTDs very
different from the equilibrium ensemble perspective, ψi(t ) ∝
1/t2+α , for large sojourn time intervals. Indeed, with (27) in
(50) one can show upon using some identical transformations
and a Tauberian theorem [120] that

F (sgl )
i (t ) ∼ 1

k(na)
i τr

2αE (a)
i

(1 − α)kBT

(τr

t

)1+α

, (51)

for t � τr , and ψi(t ) is a negative derivative of this result.
Notice that (51) is very different from (44).

However, we will show soon that this prediction is wrong:
For the considered non-Markovian dynamics, the tail of the
distribution is very different. It is a stretched exponential,
and the generalized Zusman equations fail to describe it. The
situation here is very different from the Markovian dynamics,
where Eq. (50) was very successful in predicting the statistics
of single trajectories [23]. In the present case, the quantum
breaking of ergodicity combines with the classical one, caused
by an algebraically slow dynamics of the reaction coordinate,
which leads to a different dimension of complexity.

In an important particular case of α = 0.5 and for (27) used
for all s,

F (sgl )
i (t ) = 1

2

⎛
⎝1 + κi,ad√

κ2
1,ad − 4κi,ad

⎞
⎠

× E1/2
( − ζ

(i)
2

√
t/τi,ad

)

+ 1

2

⎛
⎝1 − κi,ad√

κ2
i,ad − 4κi,ad

⎞
⎠

× E1/2
( − ζ

(i)
1

√
t/τi,ad

)
. (52)

The formal difference with the corresponding expression for
F (ens)

i (t ) seems really small and subtle. However, the conse-
quences are really profound! Indeed, in the adiabatic transfer
regime the main behavior of F (sgl )

i (t ) covering about 70–
90% of survival probability initially is given by F (sgl )

i (t ) ≈
E1/2(−√

t/τi,sgl ), where

τi,sgl ≈ τi,ad/κ
2
i,ad = 1/

[(
k(na)

i

)2
τi,ad

]
. (53)

For example, for κi,ad = 10, τi,sgl is 100 times (!) smaller
than τi,ad entering formally the same approximate (for the
initial times) expression for F (ens)

i (t ) with the only difference:
τi,ad instead of τi,sgl . Furthermore, to be more general and
to go beyond a very restrictive case of coinciding (27) and
(28), we should use an expression different from τi,ad =
4τrr2

1,2 for τi,ad . Namely, one should use the one stemming

from the short-time–large-s asymptotics that yields τ ′
i,ad ≈

(π/2)τr η̃0e2r1,2 , for r1,2 � 1. With this in Eq. (53) we obtain

τi,sgl ≈ 2h̄2λkBT

π2V 4
tunτ0

. (54)

Notice that the Debye relaxation time τ0 enters this expres-
sion, and not τr . Equation (54) coincides with one by Tang and
Marcus in Ref. [22]. The major statistics of single-electron
transitions in the present model in the adiabatic limit is
defined by a short-ranged normal diffusion in the vicinity of
the crossing point with a modification caused by anomalous
diffusion. We emphasize again that the statistics of electron
transitions viewed from the equilibrium ensemble perspective
of F (ens)

i (t ) is very different. It is primarily determined by
anomalous diffusion. The difference is huge! Furthermore, the
exact asymptotics for large t � τr is given by Eq. (51) with
α = 0.5, both in adiabatic and nonadiabatic regimes.

1. Short- and intermediate-time statistics in
the strictly sub-Ohmic case

Let us also consider a strictly sub-Ohmic case with η0 =
0. Unfortunately, in this case, there are no simple analytical
results available on the whole time scale. However, one can
derive a short-time asymptotics from Eqs. (50) and (29), using
the limit s → ∞ and an Abelian theorem. In doing so, we
obtain

F (sgl )
i (t ) ≈ E1−α/2

[
−

(
t

τi,sgl

)1−α/2
]
, (55)

with

τi,sgl ≈ τr

(
h̄
√

λkBT√
π(1 + α)/2(1 − α/2)τrV 2

tun

)2/(2−α)

(56)

for exp(−ri ) 
 1, i.e., for a sufficiently large activation en-
ergy. This is a very nontrivial result. For t 
 τi,sgl , it predicts
that

F (sgl )
i (t ) ≈ exp[−(t )1−α/2] (57)

is stretched exponential with a rate parameter

 ≈ 1

τr

(√
π(1 + α)/2τrV 2

tun

h̄(1 − α/2)
√

λkBT

)2/(2−α)

. (58)

This result yields RTDs ψi(t ) ∝ (1 −
α/2) exp [−(t )1−α/2]/(t )α/2, which for t 
 1 agrees
with the result by Tang and Marcus in Ref. [67]. Furthermore,
Eq. (57) predicts F (sgl )

i (t ) ∝ 1/(t )1−α/2 for intermediate
times τi,sgl 
 t 
 τr , which agrees with the corresponding
ψi(t ) ∝ 1/(t )2−α/2 obtained by Tang and Marcus for a
Davidson-Cole medium. This prediction is, however, wrong,
see below, because of the ultimate failure of non-Markovian
Zusman equations. Finally, the same asymptotics (51)
describes the long-time behavior. This theoretical result
is, however, also disproved by numerics based on single
trajectories. These two failures signify a significant failure
of non-Markovian Zusman equations to describe statistics of
single-electron events.
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IV. SINGLE TRAJECTORY PERSPECTIVE AND
STOCHASTIC SIMULATIONS

Now we wish to compare the ensemble perspective based
on the generalized Zusman equations with accurate simula-
tions based on a single-trajectory perspective. For this, we
perform a Markovian embedding of GLE dynamics (5) fol-
lowing a well-established procedure [24,25]. It allows getting
numerical results with a well-controlled numerical accuracy.
To this end, the power-law memory kernel, which corresponds
to the Caputo fractional derivative, is first approximated by a
sum of exponentials,

η(t ) =
N∑

i=1

ki exp(−νit ), (59)

with the relaxation rates νi and elastic constants ki

obeying a fractal scaling [24,25,121], νi = ν0/bi−1, ki =
Cα (b)ηανα

i /(1 − α) ∝ να
i . Here, Cα (b) is some constant,

which depends on α and a scaling parameter b. This approx-
imation works well between two memory cutoffs, a short-
time cutoff τl = b/ν0 and a large-time cutoff τh = bN−1/ν0.
Already for the decade scaling with b = 10, one arrives at the
accuracy of 4% [for α = 0.5, with C0.5(10) ≈ 1.3]. Moreover,
with b = 2 and C0.5(2) ≈ 0.391 05 it can be improved up
to 0.01% [122], if necessary. Next, one introduces a set
of auxiliary overdamped Brownian quasiparticles with the
coordinates y j . They are elastically coupled to the reaction
coordinate with coupling constants k j and are subjected to the
viscous friction with the friction coefficients η j = k j/ν j and
the corresponding thermal noises related to the friction by the
FDT. For the dynamics in the quantum state i we have

η0ẋ = −κ (x − x0δi,2) −
N∑

j=1

k j (x − y j ) + ξ0(t ),

η j ẏ j = k j (x − y j ) + ξ j (t ), (60)

where ξ j (t ) are N additional uncorrelated white Gaussian
noises, 〈ξi(t )ξ j (t ′)〉 = 2kBT ηiδi jδ(t − t ′). Notice that for the
model with η0 = 0, the first equation in (60) yields x =
(
∑N

j=1 k jy j + κx0δi,2)/(κ + ∑N
j=1 k j ), at all times, which is

used together with the second equation in (60) to formulate
the corresponding stochastic algorithm. In this work, we
numerically deal, however, primarily with the case of η0 �= 0.

The dimension N + 1 of a Markovian embedding of non-
Markovian one-dimensional dynamics is chosen sufficiently
large, so that τh exceeds the largest characteristic time of
the simulated dynamics, e.g., the largest residence time in a
state occurring in the simulations. One should mention that
the Prony series expansions [123–126] of power-law memory
kernels similar to one we use naturally emerge within a
polymer dynamics [127], however, with a different rule in
the hierarchy of relaxation rates νi, namely νi = νl ip with
ki = const rather than our νi = ν0/bi, in terms of some lowest
relaxation rate νl = 1/τh, which yields η(t ) ∝ 1/t1/p between
two cutoffs [128]. For example, the Rouse polymer model
corresponds to p = 2 with α = 0.5 [127]. The corresponding
Markovian embedding, which would reproduce the results of
this paper, would be extraordinarily large, about 105 [102]. It
would simply not be feasible numerically. Nevertheless, this

existing relation to polymer models provides a perfect justifi-
cation of our numerical approach. It is especially well suited
to model anomalous dynamics of the reaction coordinate in
proteins. The choice of a particular Markovian embedding is
a tradeoff between the numerical accuracy and feasibility of
simulations, which can run for an extraordinarily long time.
(Some simulations run for a month on a standard PC). This
is the reason why we choose an embedding with b = 10,
rather than b = 2. With N = 12, and ν0 = 103 for α = 0.5
and η0 = 0.1, this choice allows us to arrive at the numerical
accuracy of about 5% in stochastic simulations.

Simulations of Eq. (60) are done using the stochastic Heun
algorithm with a time step of integration δt which we vary
from δt = 10−4 (maximal) to δt = 10−7 (minimal) to arrive
at reliable results. If the crossing point x∗ is met between
two subsequent positions of the reaction coordinate, xk+1 and
xk , a corresponding instant velocity is calculated as vk =
(xk+1 − xk )/δt , and then one decides if a jump occurs onto
the different electronic curve, or not, in accordance with the
probability in Eq. (1). Notice that even if formally v2

T = ∞
within the overdamped model, both the realizations vk and
〈v2

k 〉 remain always finite because δt is finite. However, a
linearization of Eq. (1), in fact, naturally occurs. Equation (1)
was used for generality, to avoid an additional approximation.
The results are not different from using Eq. (2) instead of
Eq. (1). The former directly follows from Eq. (3). Hence it
precisely corresponds to the reaction term in Eq. (14). We
showed earlier in the case of Markovian dynamics using a
level-crossing theory, see Eqs. (21)–(25) in Ref. [23], that
this approximation also works upon the inclusion of inertial
effects insofar as v0 
 vT , or |Vtun|2/(h̄λ) 
 vT /(πx0), i.e.,
the tunneling velocity at the crossing point is much smaller
than the thermal velocity of the reaction coordinate. Following
[23], one can establish the same criterion also for the consid-
ered non-Markovian case. In the overdamped case considered,
the discussed linearization is implicitly realized numerically
for a sufficiently small δt . The inclusion of inertial effects
in our simulations is straightforward. It can be done using a
corresponding Markovian embedding of GLE dynamics from
Refs. [24,25]. However, we reserve it for a separate study
that is clearly beyond generalized Zusman equations, which
neglect the inertial effects entirely. Then, the use of Eq. (1)
instead of (2) is generally very essential.

A. Scaling units and choice of parameters

Time is scaled in simulations in the units of Cole-Cole
relaxation time τr , and the scaled η0 corresponds to the initial
Debye relaxation time τ0 in the units of τr . Furthermore,
reorganization energy λ is scaled in the units of Esc = h̄/τsc,
Let us fix τsc = 2 ps, which is about Debye relaxation time in
the bulk water. Then, Esc is about 2.5 cm−1 in spectroscopic
units. Scaled temperature kBT will be fixed to 0.1 of the
scaled λsc = λ/Esc. For room temperature, kBT = 0.025 eV,
λ ≈ 2000 cm−1 ≈ 0.25 eV. Such values of λ are typical for
ET in some proteins, or related molecular structures, e.g.,
for azurin dimer [129]. Furthermore, the tunnel coupling will
be scaled in the units of λ

√
τsc/τr . In our simulations, τr is

an arbitrary parameter and the results can be interpreted for
different physical values of τr accordingly. For example, let us
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take τr = 2 μs. Then, Vtun is scaled in units of 10−3λ = 2.5 ×
10−4 eV and Vtun = 0.01 would correspond to Vtun = 2.5 ×
10−6 eV. Such small tunnel couplings are often met in protein
structures, e.g., in azurin dimers [129]. Given the results of
this work, an adiabatic nonexponential ET regime can occur in
a Cole-Cole medium for rather small tunnel couplings, which
should be a great surprise for many ET researchers. We do
not mean, however, any particular case of ET in proteins. Our
consideration is generic, and the readers can play with the
parameters τr and Vtun. For example, if to assume τr = 200 ps,
then Vtun is scaled in the units of 0.025 eV or thermal energy
at room temperature. Then, physical Vtun = 2.5 × 10−6 eV
would correspond to Vtun = 10−4 scaled, which in turn would
correspond to a nonadiabatic ET, see below.

ET literature discusses a possible influence of medium
relaxation on ET transfer rates assuming τr be varying in
the range from pico- to nanoseconds, in the case of Debye
media; see, e.g., in reviews [15,16] and the references cited
therein. However, electron tunneling coupling in molecular
compounds displaying solvent dynamical effects, see, e.g.,
in [21], can also be significantly larger, up to room kBT .
In numerics, we considered the symmetric case of ε0 = 0,
with activation barriers r1 = r2 = r = λ/(4kBT ) = 2.5 in the
scaled units, like for azurin dimer. In the scaled units, nonadi-
abatic rates read k(na)

1,2 = √
πV 2

tunλe−r/
√

T .

V. RESULTS AND DISCUSSION

A. Population dynamics

First, we studied the dynamics of populations numerically.
For this, M = 104 particles were propagated, all started in
one electronic state, with the reaction coordinate initially
equilibrated, and each making many transitions between two
electronic states during the relaxation process. The resulting
relaxation function R(t ) is shown in Fig. 1, for five different
values of scaled Vtun. Two cases correspond to anomalous
adiabatic ET, as explained in the caption of Fig. 1. Two others
correspond to the anomalous nonadiabatic regime, and one
to an intermediate case close to the adiabatic regime. Notice
a remarkable agreement between the theory based on the
generalized Zusman equations, namely the result in Eq. (38),
and the trajectory simulations both in the adiabatic regime
and nonadiabatic regime. The deep adiabatic regime starts
already from Vtun = 0.04 in Fig. 1, which corresponds, e.g., to
Vtun = 1 × 10−5 eV for τr = 2 μs and τsc = 2 ps, in physical
units. Even for τr = 50 ps (a typical value for fractional
protein dynamics, which can be attributed to fractons), the
corresponding value Vtun = 2 × 10−3 eV is pretty small. Such
small values of Vtun indicate that the medium dynamics can
enslave ET, in the ensemble sense, and make it adiabatic even
for very small tunnel couplings. In such a deeply adiabatic
regime, anomalous ET is well described by a simple depen-

dence R(t ) ≈ E1/2[−
√

t
τad

] = et/τad erfc[
√

t
τad

]. Notice that one

cannot define here a proper adiabatic rate, and the quantity
γ1/2 = 1/

√
τad can be interpreted as a fractional adiabatic

ET rate of the fractional order 1/2. Initially, for t 
 τad =
4τr[E (a)/kBT ]2 = τrλ

2/(2kBT )2, R(t ) ≈ exp[−√
2t/πτad ] is

stretched exponential. For t � τad , a power-law tail emerges,
R(t ) ∼ (λ/2kBT )/

√
πt . The agreement with the theory im-
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t
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 λt−α/[2Γ(1−α)κΒΤ]

exp[-(kt)γ], k=1.696 x 10-4,γ=0.955

exp[-(kt)γ], k=6.307 x 10-4 ,γ=0.925

FIG. 1. Relaxation of electronic states populations vs time scaled
in the Cole-Cole relaxation constant τr , for five different values of
tunneling coupling scaled in the units of λ

√
τsc/τr , for a symmetric

ET, ε0 = 0, with λ = 800 in the scaled units of Esc = h̄/τsc and
kBT = 0.1λ. For τsc = 2 ps, λ = 0.25 eV. Adiabatic time constant
τad = 25. Full lines depict the numerical results obtained from
many-trajectory simulations with 104 particles. The dashed lines
correspond to the analytical result in Eq. (38) from the general-
ized Zusman equations. The agreement is remarkable indeed! The
symbols correspond to stretched-exponential fits of some numerical
results with the parameters shown in the plot. The correspondingly
scaled total nonadiabatic rate kna is kna ≈ 7.3614 for Vtun = 10−1.
Furthermore, kna ≈ 1.7782 for Vtun = 0.04, kna ≈ 0.073 61 for Vtun =
0.01, kna ≈ 7.361 × 10−4 for Vtun = 10−3, and kna ≈ 1.840 × 10−4

for Vtun = 5 × 10−4. With κad ≈ 184.034 for Vtun = 0.1, and κad ≈
29.445 for Vtun = 0.04, anomalous transport is clearly adiabatic for
these parameters, as well as for all larger tunnel couplings. For
Vtun = 0.01, κad ≈ 1.840 and ET is still near to adiabatic. For Vtun =
10−3, κad ≈ 1.84 × 10−2, and for Vtun = 5 × 10−4, κad ≈ 4.60 ×
10−3, which is the case of anomalous nonadiabatic ET featured by
a power-law heavy tail, and a stretched exponential main course.

plies that the result in Eq. (39) is universally valid also for
other values of α and η0, including η0 = 0. Also in the
nonadiabatic ET regime this universal behavior is seen in
Fig. 1, even if it becomes buried in the population fluctuations
due to a finite M (mesoscopic noise) with diminishing Vtun.
Indeed, for R(t ) ∼ 1/

√
M and below, which is 0.01 or 1%

for M = 104 in Fig. 1, the relaxation becomes masked by
the population fluctuations. Likewise, this feature may be
blurred by noise also in real experiments. It is expected to be
a universal feature of sub-Ohmic incoherent dynamics. The
analytical result in Eq. (42) predicts for Vtun = 5 × 10−4 in
Fig. 1 that the crossover time tc to the power-law behavior
is tc ≈ 2.146 × 104, and the corresponding R(tc) ≈ 0.0193,
i.e., nearly 2% of the rest population relaxation follows a
universal power law. It agrees with numerics fairly well in
Fig. 1. However, a good agreement with the theoretical values
of tc and R(tc) is not expected for larger tunnel couplings
because then the major kinetics deviates strongly from a single
exponential. It is rather stretched exponential; see Fig. 1 for
Vtun = 1 × 10−3. One can regard the power exponent γ of
stretched exponential larger than 0.95 as one close to γ = 1
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of single exponential. Then, Eq. (42) is expected to work. The
value γ ≈ 0.925 for Vtun = 1 × 10−3 is not that close. The
importance of the analytical result in Eq. (42) lies in the fact
that it allows us to predict correctly tc and the weight R(tc) of
the power-law relaxation tail for such small Vtun, which are not
attainable for numerical analysis. For example, to obtain the
relaxation curve for Vtun = 5 × 10−4 in Fig. 1 took more than
one month of computational time on a standard modern PC.
The numerics are hardly feasible on standard PCs already for
Vtun = 1 × 10−4, with the same numerical accuracy.

B. Electronic transitions from the equilibrium
ensemble perspective

The next important question we address is what is the
survival probability of electrons in an electronic state from the
equilibrium ensemble perspective? To answer this question,
we prepare all the electrons in one state at the equilibrated
reaction coordinate (a different value is taken randomly from
the Boltzmann distribution for each electron in the ensemble)
and take out an electron from the ensemble once it jumps
into another state at the crossing point. The numerical re-
sults are depicted in Fig. 2 in comparison with the theo-
retical results based on the generalized Zusman equations.
The theory fails in a very spectacular fashion. First, the
mean residence time in the state is finite, at odds with the
theory predicting infinite MRT. Also, the variance of RTD
is finite. Second, the power-law tail, F (ens)

1 (t ) ∝ 1/
√

t , which
the theory predicts, is absent. Instead, the survival probability
is well described by a stretched exponential dependence,
F (ens)

1 (t ) ≈ exp[−(t )b], in some transient parts, or even for
all times. A similar failure on the non-Markovian FPE to
describe the statistics of subdiffusive transitions in bistable
dynamics has already been described earlier [24,25], and the
related fiasco of the non-Markovian generalization of Zusman
theory is explained below. No doubt, in the strict nonadiabatic
limit of Vtun → 0, survival probabilities are strictly exponen-
tial, F (ens)

i (t ) = exp(−k(na)
i t ), with nonadiabatic MLD rates.

Already, for the smallest Vtun = 5 × 10−4, b ≈ 0.973, see
Fig. 1(a), and  ≈ 8.92 × 10−5, which is not much different
from the corresponding MLD rate k(na)

1 ≈ 9.20 × 10−5. The
numerical 〈τ 〉 ≈ 1.121 × 104 also does not differ much in
this nonadiabatic regime from 1/k(na)

1 ≈ 1.087 × 104. With
increasing tunnel coupling, b becomes smaller. For Vtun = 1 ×
10−3, b ≈ 0.892 initially (not shown) and b ≈ 0.968 for large
times with  ≈ 3.37 × 10−4, which still does not differ much
from the corresponding k(na)

1 ≈ 3.68 × 10−4; see Fig. 2(b).
Also, numerical 〈τ1〉 ≈ 3.007 × 103 is only slightly larger,
due to adiabatic corrections, than 1/k(na)

1 ≈ 2.717 × 103. This
is still a nonadiabatic ET regime. The smallest value b ≈
0.678 arrives for the largest Vtun = 0.1 in our simulations;
see Fig. 2(e). In this case, 〈τ 〉 ≈ 12.93, which is essentially
larger than 1/k(na)

1 ≈ 0.272. It can be regarded as an effective
inverse adiabatic rate, which is essentially smaller than k(na)

1 .
There is no signature of a power-law behavior in this case
either. In Fig. 2(f), we plotted also the survival probability
for the strict Ohmic case of η0 = 0, in comparison with the
corresponding result for η0 = 0.1. The comparison shows that
the discrepancy between two cases on the ensemble level

is almost negligible. For smaller Vtun, such a discrepancy is
expected to be even smaller.

C. Electronic transitions from single trajectories

To derive statistics from single trajectories, a very long
single trajectory is stochastically propagated and the residence
time distributions in both electronic states are derived from
the pertinent numerical experiments, like in Ref. [23]. The
results are shown in Fig. 3. For the smallest Vtun = 5 × 10−4

in such experiments, see Fig. 3(a), the theoretical result in
Eq. (52) agrees with numerics pretty well up to F (sgl )

i (t ) ≈
0.004, i.e., it describes almost 99.6% of the decay of the
survival probability, which is a remarkable success of the
theory based on generalized Zusman equations. The survival
probability is approximately stretched exponential on the
whole time scale. The statistical discrepancy between the left
and right state distributions because of a finite sample size
is minimal. The mean stretched-exponential power exponent
b ≈ 0.945 is smaller than b ≈ 0.973 in Fig. 2(a). However,
there are no doubts that both exponents will approach unity
(a strictly exponential distribution) with a further diminishing
Vtun. Nevertheless, the theory predicts a very wrong power-law
tail, which is disproved by numerics. This failure becomes
ever more visible with the increase of Vtun.

In the strictly nonadiabatic limit, ET is by and large er-
godic. The MLD rate well describes it. However, some devia-
tions from single-exponential transfer kinetics and ergodicity
become visible even for the smallest tunnel coupling in this
paper, which is very different from the Markovian Debye case
[23]. One should emphasize this striking feature once more:
Even if sub-Ohmic ET is strictly exponential and ergodic in
the strict nonadiabatic limit judging from the survival prob-
abilities in the electronic states, the relaxation of electronic
populations follows asymptotically a power law, as described
above. It can, however, be tough to detect due to pure statistics
in real experiments. For Vtun = 5 × 10−4, the averaged numer-
ical MRT in an electronic state is 〈τ 〉emp = (〈τ1〉 + 〈τ2〉)/2 ≈
1.0845 × 104. It nicely agrees with the theoretical prediction
〈τ 〉 = 1/k(na)

1,2 ≈ 1.0868 × 104. The theoretical prediction of

a power-law tail F (sgl )
i (t ) ∼ t−3/2 is, however, once again,

completely wrong.
Next, for Vtun = 1 × 10−3 in Fig. 3(b), the survival prob-

abilities in two states are somewhat different. It is unclear
why statistics are visibly poorer in this particular case, what
caused that discrepancy. In fact, the results presented in part
(a) are based on 2 × 7583 electronic transitions, while in
part (b) on 2 × 20 603 such transitions. A further increase in
the number of transitions would smear out the discrepancy
in part (b). However, it would require a much longer com-
putational time. Nevertheless, the averaged 〈τ 〉emp = (〈τ1〉 +
〈τ2〉)/2 ≈ 2.7395 × 103 agrees nicely with the theoretical
〈τ 〉 = 1/k(na)

1,2 ≈ 2.7169 × 103. As expected, the power of
stretched exponential is smaller. It has the mean value b ≈
0.935. Here, the discrepancy with the theory result (especially,
concerning the tail of the distribution) becomes stronger.
Nevertheless, the theoretical result describes very well about
98% of the survival probability decay in the state 2. With
a transition to the adiabatic regime, the agreement between
the theory and numerics becomes worse; see in Fig. 3(c).
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FIG. 2. Time decay of the survival probability in the first state calculated from the trajectory simulations done using a thermal equilibrium
preparation of the reaction coordinate at the initial time. Time is scaled in units of τr . Any single trajectory is terminated once a jump into
another electronic states occurs. Statistics derived from 104 trajectories. The dashed black line depicts the theory result from Eqs. (43) and (38),
as described in Sec. III B. Notice that by a sharp contrast with Fig. 1, where a related result agrees with numerics very well, for the survival
probabilities it fails completely. First, not only is the mean residence time finite (the theory predicts that it is infinite), but also the variance
of RTD is finite. The corresponding numerical values of mean values and dispersion coefficients are given in different panels for different
values of Vtun shown therein. Second, the theoretical tail prediction, Fi(t ) ∝ 1/t1/2, is completely wrong. Survival probability is well described
by a stretched exponential, which tends to a single exponential with the rate given by the MLD rate k(na)

1 in the limit Vtun → 0; see the main
text for more detail. In (a)–(e), η0 = 0.1, whereas in (f) also a strictly sub-Ohmic case of η0 = 0 is compared with the case of η0 = 0.1 in
(e). This comparison does not reveal a statistically significant difference. Thus, a finite but small value of η0 only weakly influences survival
probabilities from the equilibrium ensemble perspective.
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FIG. 3. Survival probabilities in two states vs time (in units of τr) from a single trajectory perspective. The numerical data are shown by
symbols and their various fits (with the parameters shown in the plots) by the full lines. The results of the analytical theory based on the
generalized Zusman equations in the contact approximation are depicted by the dashed black lines. In (a)–(e), η0 = 0.1. In (f), η0 = 0. The
values of the tunnel coupling Vtun are shown in the corresponding panels.

However, in the adiabatic regime, it improves again. Accord-
ingly, in parts (d) and (e) the theory describes even about 90%
and 98% of the initial decay, correspondingly. This success is
because, in this case, the normal diffusion dominates on the

corresponding time scale for the studied case of η0 �= 0. The
theoretical prediction of a power-law tail is, however, wrong,
completely. Interestingly, the results in part (c) are derived
based on 2 × 29 254 transitions; the statistical discrepancy
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between distribution in both states is, however, much smaller
than in part (b), with a similar number of transitions. In
parts (d) and (e), the discussed numerical asymmetry is also
pretty small. However, in those two cases, the samples were
much larger, 2 × 80 276 in (d), and 2 × 139 866 in (e). In
the last two cases of a well-developed adiabatic regime, the
initial decay is well reproduced by the Mittag-Leffler distribu-
tion F (sgl )

i (t ) ≈ E1/2[−√
t], with  = 1/τsgl ≈ 8.085 in part

(d) and  = 1/τsgl ≈ 315.83 in part (e), with τsgl given by
Eq. (54). This agreement is a remarkable success of the theory.
Also the mean residence time 〈τ1,2〉 in all cases was nicely
reproduced by the inverse MLD rate, as the theory predicts.
However, the tail of distribution in the well-developed adia-
batic regime is always c1 exp(−√

t ), with some weight c1

and rate parameter , very different from the power law t−3/2,
which the theory predicts. Here, the theory fails. Needless to
say that in the adiabatic regime survival probabilities viewed
from the equilibrium ensemble perspective and the view of
single trajectories are completely different. They are charac-
terized by entirely different mean residence times and disper-
sion, compared with Fig. 2! Hence, from the kinetic point of
view, the electron transfer is nonergodic in this regime.

We emphasize, however, that that success of the theory in
describing the statistics of single trajectories should not be
overestimated. This success in the deep adiabatic regime is be-
cause on the corresponding time scale the diffusion is normal.
This peculiarity is the reason why the corresponding results
are very similar in the main initial part of the corresponding
distributions, apart from a very different tail, to the results
obtained within the normal diffusion Zusman equations; see
Ref. [23]. However, our study revealed above, see in Fig. 2(f),
that from the equilibrium ensemble perspective this initial
normal diffusion regime practically does not matter. Hence,
it compels us to study also a purely sub-Ohmic subdiffusive
case with η0 = 0. Such a study reveals, however, in Fig. 3(f)
that the corresponding expression in Eq. (57) fails badly
to describe the statistics on the relevant intermediate time
scale. Nevertheless, it nicely describes the initial stretched
exponential kinetics with the exponent 1 − α/2. Indeed, the
analytical result in Eq. (58) yields  ≈ 121.205, whereas
the numerics imply  ≈ 112.35; see Fig. 3(f). Here, the
discrepancy is less than about 7.3% only. In this part, our
results confirm the results by Tang and Marcus [67] for the
residence time distribution of the initial times. However, their
prediction of the intermediate power law, ψ (τ ) ∝ 1/τ 2−α/2,
which also follows from our Eq. (55), turns out to be wrong.
The numerics are more consistent with the intermediate
ψ (τ ) ∝ 1/τ 1+α , whereas the tail of the distribution is again a
stretched exponential with the power exponent α. Generalized
Zusman theory fails to describe these features observed in the
numerical experiments.

VI. WHERE AND WHY THE ENSEMBLE
NON-MARKOVIAN THEORY FAILS

As we see, this theory nicely describes the relaxation of
electronic populations and the initial statistics of residence
time distributions of single trajectories. Moreover, it also cor-
rectly predicts that the mean residence time in the electronic
states, from a single particle perspective, is always given by

the inverse MLD rate, even in a profoundly adiabatic regime,
even for infinitely ranged memory effects in the dynamics of
the reaction coordinate. This striking feature is probably the
deepest expression of a profound breaking of ergodicity in the
adiabatic ET due to quantum effects. However, it badly fails
to describe (i) the survival probabilities from the ensemble
perspective, (ii) the tail of the residence time distribution in the
case of single trajectories, and (iii) an intermediate power-law
regime in the case of a strictly subdiffusive dynamics on the
level of single trajectories. It naturally provokes the question
of where and why the pertinent theory fails.

To answer this important question it is natural to use the
picture of a multidimensional Markovian embedding utilized
to simulate the single trajectories in this paper. Indeed, within
the Markovian embedding scheme the Eq. (46) must be re-
placed by

pi(x,�y, t ) = Gi(x,�y, t |x′, �y′)

− v0

∫ t

0
dt ′

∫ ∞

−∞
d�y′Gi(x,�y, t − t ′|x∗, �y′)

×pi(x
∗, �y′, t ′), (61)

where Gi(x,�y, t |x′, �y′) is the Green function of the corre-
sponding multidimensional Markovian Fokker-Planck equa-
tion. Its explicit form is not required to understand our argu-
mentation. The Laplace-transformed Eq. (61) reads

p̃i(x,�y, s) = G̃i(x,�y, s|x′, �y′)

− v0

∫ ∞

−∞
d�y′G̃i(x,�y, s|x∗, �y′) p̃i(x

∗, �y′, s).

(62)

However, it is difficult to solve without further approximations
for p̃(x∗, s) = ∫

p̃(x∗,�y, s)d�y. One can use, e.g., the Wilemski
and Fixman approximation

p̃(x∗,�y, s) ≈ p̃(x∗, s)pst (�y), (63)

where pst (�y) is the stationary distribution of the auxiliary
variables. In this case, upon introduction of the reduced prop-
agator

G̃(red)
i (x, s|x∗) =

∫∫
G̃i(x,�y, s|x∗, �y′)pst (�y′)d�y′d�y (64)

one can see that the problem is reduced to the previous one
with G̃(red)

i (x, s|x∗) treated as a non-Markovian propagator. It
is indeed nothing else than the non-Markovian Green function
(8) and (9), with the memory kernel in (59), which corre-
sponds to a multidimensional Markovian embedding descrip-
tion. The principal assumption here is a fast equilibration of
the auxiliary variables leading to Eqs. (63) and (64). How-
ever, this assumption is, strictly speaking, completely wrong
for those modes yi, which are slow on the time scale of
electronic transitions. Here, we locate precisely the reason for
the ultimate failure of the non-Markovian Zusman equations
description. It is, in fact, heavily based on the Wilemski and
Fixman approximation, which cannot be justified for the slow
modes of the environment. This reason for failure is precisely
the same as for the failure of non-Markovian Fokker-Planck
equation to describe survival probabilities of classical bistable
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transitions [24,25]. One should wonder about why such a
description sometimes nicely works, rather than about its fail-
ure, which is generally expected. Notably, the approach based
on non-Markovian Fokker-Planck equation generally fails to
describe statistics of single trajectories, although it can prop-
erly describe the most probable value of the logarithmically
transformed residence times, in the case of classical bistable
transitions [24,25], and the mean residence time, in the present
case. Moreover, in the present case, it does describe the initial
part of the residence time distribution properly. However,
it completely fails to describe the escape kinetics with the
absorbing boundary condition at the crossing point, on the
ensemble level. The reason is clear: Each electron makes a
transition at a fixed, nonequilibrium and quasifrozen real-
ization of the reaction coordinate, whereas non-Markovian
Zusman equations implicitly assume that all the environmental
modes yi, which are responsible for the memory effects, are
instantly equilibrated. Only in this case, one can exclude
the dynamics of yi(t ) and introduce an NMFPE with Green
function (9). However, if the same electron makes a huge
number of transitions, in the long run, it samples different
random realizations of the reaction coordinate at each tran-
sition. Then, the problem becomes essentially softened, and
the description becomes well justified, on the level of popu-
lation relaxation. However, it must be used with great care,
when applied to single trajectories. For example, it predicts
completely wrong asymptotics of the survival probabilities,
and the prediction of the correct intermediate asymptotics in
the case of finite η0 is just due to the Markovian character of
the reaction coordinate dynamics on the corresponding time
scale. However, once again, when a huge number of particles
repeatedly jump between the electronic states this kind of
non-Markovian description becomes utterly correct for the
population relaxation. Most theories of electron transfer focus
namely on the population relaxation, which can be, however,
quite misleading and inappropriate to describe ET statistics in
slowly fluctuating environments as this work shows.

VII. SUMMARY AND CONCLUSIONS

In this work, we elucidated the essential features of frac-
tional electron transfer kinetics in a Cole-Cole, subdiffusive
sub-Ohmic environment both from the ensemble perspective
of non-Markovian Zusman equations within the contact ap-
proximation (a truly minimal semiclassical setting) and from
the perspective of single trajectories, within a closely related
stochastic trajectory description. Our analytical and numerical
study revealed the following:

(i) In a profoundly nonadiabatic ET regime, for very small
tunnel couplings, the ET kinetics viewed from the perspective
of survival probabilities remains ergodic even in such slowly
fluctuating environments. It is exponential and well described
by the Marcus-Levich-Dogonadze rate. However, at odds with
this remarkable fact, the relaxation of electronic populations
to equilibrium has a universal power-law tail whose weight
diminishes with diminishing electronic coupling. The smaller
the tunnel coupling, the later this residual anomalous behavior
starts. It can be buried in noise, and hence very difficult to
reveal.

(ii) The ensemble theory based on the generalized Zus-
man equations predicts remarkably well the relaxation of
electronic populations in the whole range of permitted Vtun

variations. Our analytical result agrees very well with stochas-
tic trajectory simulations. In the adiabatic regime, electronic
relaxation is initially stretched exponential and then changes
over into a power law. For some parameters, it is described
by the same Mittag-Leffler functional dependence, which also
describes the relaxation of the reaction coordinate. It corre-
sponds to the Cole-Cole dielectric response, often measured
in protein systems. However, the relaxation time parameter
entering this electronic relaxation (and the related Cole-Cole
response) is very different from the one of the reaction co-
ordinate. Interestingly enough, it depends not exponentially
on the height of the activation barrier, which one generally
expects (i.e., an Arrhenius dependence), but in a power-law
manner.

(iii) With increasing tunnel coupling, a profound violation
of the kinetic ergodicity is demonstrated. Survival probabil-
ities in electronic states start to display two very different,
conflicting kinetics from the ensemble and single trajectory
perspectives. This violation of ergodicity occurs both on
account of long-lasting memory effects in the viscoelastic
environment, and due to a profound quantum nature of elec-
tron transfer on the level of single particles, even in a seem-
ingly classical, from the ensemble point of view, adiabatic
regime.

(iv) The equilibrium ensemble theory based on the gener-
alized Zusman equations turns out to be completely wrong in
predicting the kinetic behavior of the ensemble of the particles
making the transition to another state without return, and we
explained the reason why. The corresponding theory predicts
that the residence time distribution does not possess a mean
time and has a power-law tail, ψi(t ) ∝ t−1−α . Both predictions
are entirely wrong. Not only the mean time but also the vari-
ance are finite, and the tail is stretched exponential. The reason
for non-Markovian theory failure is that the slow viscoelastic
modes of the medium are quasifrozen and not equilibrated,
when the electron jumps out of the state at the curve-crossing
point, at odds with implicit theoretical assumptions.

(v) The nonequilibrium ensemble theory applied to de-
scribe statistics of stationary, equilibrium single electron tran-
sitions correctly predicts the mean residence time even in a
profoundly adiabatic regime. It is given by the inverse of
MLD rate, for any medium. However, its prediction that the
variance diverges in the Cole-Cole or sub-Ohmic medium is
wrong. The theory predicts that the tail of the distribution is
a power law, ψ (t ) ∝ t−2−α . This prediction is also wrong: the
tail is always stretched exponential. The theory works well in
the deeply nonadiabatic regime. Also in the deeply adiabatic
regime, for η0 �= 0, it describes 90 + % of the initial decay
of survival probability. However, this remarkable success is
just because on the corresponding time scale the normal
diffusion dominates, and the related analytical result corre-
sponds to the result of Markovian theory in Ref. [23]. For the
strictly sub-Ohmic case of η0 = 0, the theory describes very
well the initial stretched-exponential decay with the power
exponent 1 − α/2. It is also a remarkable success. How-
ever, the intermediate power law, which the theory predicts,
ψ (t ) ∝ t−2+α/2, does not exist, for 0 < α < 1. It presents an
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artifact of the theory based on generalized Zusman equations.
This prediction, which is central for the Tang-Marcus the-
ory of quantum dots blinking [67] in non-Debye media, is
wrong.

To develop a flawless analytic theory of nonergodic sin-
gle electron transport provides a real current challenge for
the theorists. Indeed, the theory based on the generalized
Zusman equations can profoundly fail in some fundamental,
key aspects, as our study manifested. However, the devel-
oped stochastic numerical approach to the underlying curve-
crossing problem can be used reliably instead, within the
same parameter range of the overall model validity. It is
restricted, however, to a series of approximations, primarily to
the contact approximation. To go beyond it, e.g., in the spirit
of our earlier work [130], generalized towards non-Markovian
dynamics of the reaction coordinate, provides one of the
exciting directions to explore in the future. The problem is,
however, much more challenging and profound. Indeed, what
to do in the case of a fully quantum description? The most suc-
cessful current quantum theories of electron transfer are the
ensemble theories based on the concept of the reduced density
matrix. Our work shows that the related ensemble approach
(in a semiclassical limit) fails overall to describe the statistics
of single electron transitions in an adiabatic regime in the
case of non-Debye media featured, e.g., by the Cole-Cole
response. This inter alia can be a common situation in the
case of biological electron transfer. Most experiments, which
were done thus far, present ensemble measurements, and
experiments with single molecules are capable of surprises.
Such experiments are highly welcome and appreciated. To
develop a proper fully quantum theory based on the trajectory
description also provides a real challenge, which the readers
are invited to address.
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APPENDIX: ADIABATIC TIME FUNCTIONS

This Appendix deals with functions τ̃1,2(s) in Eq. (24),
which have a rather complex structure and are not easy to
analyze. They can be expressed as sums of two contributions,
τ̃1,2(s) = τ̃ (1)(s) + τ̃

(2)
1,2 (s), where τ̃ (1)(s) is the Laplace trans-

form of

f (1)(t ) = 1√
1 − θ2(t )

− 1 (A1)

and τ̃
(2)
1,2 (s) is the Laplace transform of

f (2)
1,2 (t ) = 1√

1 − θ2(t )
(e2r1,2θ (t )/[1+θ (t )] − 1), (A2)

where θ (t ) is the coordinate relaxation function and r1,2 =
E (a)

1,2 = (λ ∓ ε0)2/(4λkBT ) are activation energies of ET in
the units of kBT . We restrict our analysis to an important pa-
rameter regime of sufficiently large activation barriers r1,2 �
2. Then, the first contribution in the sum can be neglected
and we concentrate on the function f (2)(t ), where we drop
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FIG. 4. The sum f (t ) = f (1)(t ) + f (2)(t ) in Eqs. (A1) and (A2)
(full black line), and its corresponding approximations by Eq. (A4)
(dashed blue line) or/and Eq. (A5) (dash-dotted red line) for the case
α = 0.5, r1 = r2 = 2.5 and (a) η̃0 = 0.1 or (b) η̃0 = 0. Time is in
units of τr .

the subindex for a while. We are interested in the case z =
τ0/τr 
 1, where the relaxation of the reaction coordinate
can be approximately described by (13), except for the initial
times t < zτr . Notice that the scaled η̃0 = η0/(ηατ 1−α

r ) = z.
Next, we consider two parameter regimes: (i) t 
 η̃0τr , (ii)
t � τr . In the first one, θ (t ) ≈ exp[−t/(zτr )] ≈ 1 − t/(zτr ),
and we have

f (2)
1,2 (t ) ≈ c1√

t/τr
(A3)

with c1 =
√

η̃0

2 (er1,2 − 1) universally for any α. By an Abelian
theorem [120] this yields (28). In the second regime, θ (t ) ∼
(1/(1 − α))(t/τr )α 
 1, and we have

f (2)
1,2 (t ) ≈ c2

(t/τr )α
(A4)

with c2 = 2r1,2/(1 − α). By a Tauberian theorem [120] this
yields (27). In the numerical studies of this paper, we consider
a symmetric ET with α = 0.5, r1 = r2 = 2.5, and η̃0 = 0.1.
In this particular case, c1 ≈ 2.50 and c2 ≈ 2.82. This is the
reason why the approximation (27) works well in the whole
range of the variable s; see Fig. 4(a). This is, however, a
lucky case beyond which the beauty of the related analytical
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results in the adiabatic ET regime is lost. Generally, short-
and long-time asymptotics in (A3) and (A4) are very different
even for α = 0.5, since c1 and c2 can differ strongly, in
general. For α = 0.5, one must approximately satisfy c1 ≈
c2, or

√
η̃0

2 (er − 1) ≈ 2r/
√

π , for the approximation (27)
to work uniformly. This can be done only in a symmetric
case.

Furthermore, for a model with η0 = 0 (strictly sub-Ohmic
environment), Eq. (A3) is replaced for t 
 τr by

f (2)
1,2 (t ) ≈ c3

(t/τr )α/2
(A5)

with c3 = √
(1 + α)/2(er1,2 − 1). This asymptotics yields

(29) for sτr � 1. Notice that in this case, the power-law be-
haviors for t 
 τr and t � τr are very different; see Fig. 4(b).
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Sumi-Marcus approach corresponds to a slow conformational
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dynamics modulating nonadiabatic electron transfer via the
conformation-dependent activation energies E (a)

1,2 (x). Likewise,
slow conformational dynamics can affect the effective tunnel
coupling [49, 58] leading also to a slowly fluctuating nonadi-
abatic rate. However, in the so-called narrow reaction window
limit K (x) is approximated by a delta function in the Sumi-
Marcus theory. This relation makes our theory and results of
much broader importance in the context of long-range electron
transfer. However, in this work we interpret the results within
a generalized Zusman theory. In the considered case, E (a)

1,2 and
Vtun are constant.
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