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Hamiltonian short-time critical dynamics of the three-dimensional XY model
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The short-time relaxation critical behavior of the XY model on a simple-cubic lattice is investigated within the
scope of deterministic Hamiltonian dynamics. The Hamiltonian includes a first-neighbor interaction between
planar vectors and a rotational kinetic term from which the motion equations are derived. The dynamical
evolution from a fully ordered initial state is followed by employing a symplectic algorithm based on a
high-order Trotter-Suzuki decomposition of the time-evolution operator. A finite-time scaling analysis is
performed to provide accurate estimates of the critical energy density, the order-parameter relaxation exponent,
and the dynamical critical exponent. The estimated critical exponents are consistent with prior theoretical
and experimental values reported for the superfluid “He, extreme type-II superconducting, and Bose-Einstein

condensation transitions.
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I. INTRODUCTION

Studies of phase transitions taking place in systems with
a two-component (XY') order parameter have played a long-
standing role in condensed matter and statistical physics due
to their unique properties and close relation with several
key physical phenomena. In two dimensions, this system
depicts an infinite-order Berezinskii-Kosterlitz-Thouless tran-
sition from a phase with bounded vortex-antivortex pairs to
a phase with unpaired vortices [1,2]. In three dimensions,
it exhibits a second-order spontaneous symmetry-breaking
phase transition. Monte Carlo simulations combined with
finite-size scaling methods and high-temperature expansions
have provided accurate estimates for the full set of equi-
librium critical exponents, including those associated with
the singular behavior of the order parameter g = 0.3485(2),
susceptibility y = 1.3177(5), specific heat « = —0.0146(8),
and correlation length v = 0.671 55(27) [3]. Physical realiza-
tions of this universality class phase transition are found in
the superfluid A transition in *He [4,5], in extreme type-II
superconductors [6], and in the Bose-Einstein condensation
of trapped atoms [7].

The critical dynamics of the three-dimensional (3D) XY
model is influenced by the presence or not of conserved
quantities [8]. In the case of pure relaxational dynamics, the
dynamic critical exponent z governing the relaxation time
needed to establish a diverging correlation length (t o &%)
is z >~ 2. On the other hand, in the presence of a conserved
density coupled to a spin-wave mode, the exact value z = 3/2
has been derived from renormalization-group arguments. This
prediction has been corroborated by exploring the duality
between the extreme type-II superconductor and a model with
a critically fluctuating gauge field [9]. Recent experiments
with 8’Rb atoms trapped in a cylindrical optical-box have
probed the critical relaxation dynamics of the 3D Bose-
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Einstein condensation and supported the above prediction of
z=3/2 [10]. Measurements of the fluctuation conductivity
in the superconductor YBa,Cu3;O7_s are also consistent with
this theoretical value [11,12].

The critical dynamics of the 3D XY universality class has
also been probed by numerical simulations. Finite-size scaling
studies of the linear resistance in a three-dimensional super-
conductor lattice model in the London limit have estimated
z = 1.51 based on Monte Carlo simulations of the vortex loop
dynamics [13]. Simulations of the Hamiltonian dynamics of
the 3D XY model under thermal noise have given additional
support for z = 3/2 when the dynamics conserves the local
current [14,15]. For the case of relaxational dynamics, the
dynamic exponent depends on the boundary conditions. z = 2
for periodic boundary conditions while z = 3/2 for fluctuat-
ing twisted boundary conditions due to the slower dynamics
of the vortex loops imposed by such boundary condition, as
discussed in detail in Refs. [14,15]. These simulations were
performed on L x L x L cubic lattice sizes up to L = 32 and
addressed the finite-size scaling of the resistance and pair
correlation function in the equilibrium state [14]. Further,
the authors considered the system coupled to a thermal bath,
which makes the dynamical process stochastic.

An alternative approach to study interacting many-body
systems is to consider it isolated from the environment and
evolving through its own deterministic Hamiltonian motion
equations. In this case, the total energy is a constant of motion.
However, other macroscopic quantities relax in time when
their initial values are not the equilibrium ones. This approach
has been successfully used to study the static critical proper-
ties of the ¢* and XY models in two- and three-dimensional
lattices [16—18]. Purely Hamiltonian dynamical processes
toward equilibrium have also been explored to demonstrate
that short-time critical relaxation studies can provide reliable
estimates of static and dynamic critical exponents [19-22]. It

©2019 American Physical Society


http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.99.052104&domain=pdf&date_stamp=2019-05-06
https://doi.org/10.1103/PhysRevE.99.052104

de SOUZA, de SOUZA, AND LYRA

PHYSICAL REVIEW E 99, 052104 (2019)

is worth stressing that the Hamiltonian approach is based on
the fundamental deterministic motion equations for the mi-
croscopic degrees of freedom, in contrast with the stochastic
artificial dynamics usually employed in Monte Carlo simula-
tions. As such, it does not require any hypothesis of ergodicity
and mixing usually assumed by construction in Monte Carlo
dynamics. However, due to the high computational cost of
directly integrating the microscopic motion equations, most
studies of the critical Hamiltonian relaxation in three dimen-
sions are restricted to small lattice sizes and/or very short
times, which may contaminate the estimate of the critical
parameters due to possible corrections to scaling.

In the present work, we provide an extensive study of the
short-time purely Hamiltonian relaxation process of the XY
model in L x L x L cubic lattices. By employing an efficient
parallel implementation of the Suzuki-Trotter decomposition
of the time-evolution microscopic operators, we are able to
follow the critical dynamics in lattices with L = 256, typically
one order of magnitude larger than in previous studies of the
3D XY model. Starting from a configuration with fully aligned
vectors with randomly distributed angular momenta, we use a
finite-time scaling analysis of the order parameter to precisely
determine the critical energy density. The time evolution of
relevant macroscopic quantities at the critical energy gives
accurate estimates of dynamic critical exponents. These are
compared with the best Monte Carlo estimates available in
the literature.

II. THE 3D XY MODEL HAMILTONIAN AND
MOTION EQUATIONS

We will consider a system of interacting planar rotators
with an intrinsic rotational inertia. The orientational degree
of freedom of the ith rotator is characterized by the angle 6; €
[—m, 4], with p; representing its angular momentum. The
rotators will be assumed to be located at the sites of a cubic
lattice of lateral size L. The model Hamiltonian including the
interaction potential and kinetic energy can be written as

p?
H:—chos(ei—ejwrzﬂ, (1)
(i,)) i

where (i, j) represent all pairs of neighboring sites. J is the
typical strength of the coupling between nearest-neighbor
rotators, and / is the moment of inertia. In what follows, we
will use time and momentum scales of J/ = I = 1 without any
loss of generality.

The motion equations for the set of generalized coordinates
y(t) = {6:;(t), pi(¢)} follow from the usual Hamilton equa-
tions,
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The above motion equations can be put in a simple form in
terms of a Liouville operator as y(¢) = Ly(t) with
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where we introduced the noncommuting operators
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The Liouville equation can be formally solved as

y(t + A) = APy, @)

where A is a given time step. Due to the noncommuting nature
of the operators A and B, the action of the total evolution
operator becomes nontrivial. However, the separate action of
each term can be easily expressed as

A6, pi} = 16, + pils, pi) (8)
and
A6, pi) = {61, pi + @A) ©)

where o; = ) i@ sin(; — 6;) with the sum running over all
sites j that are first neighbors of site i.

One strategy to integrate the motion equations is to perform
a Suzuki-Trotter decomposition of the exponential evolution
operator [23]. The simplest decomposition is

e(A-‘ré)A — eAAeéA + O(Az), (10)

with an error of the order of A? for noncommuting operators.
The above decomposition of the exponential operator has a
remarkable advantage when compared with the other approx-
imants based on a power-series expansion of the left-hand side
of Eq. (10). Such a decomposition is time-reversible, keeping
the error in total energy bounded, and it conserves the volume
in phase space. Therefore, the resulting numerical integrator
is symplectic by construction. Conservation of energy and
phase-space volume are valuable properties of numerical inte-
grators and are intimately related to the stability and precision
in long-time runs.

Improved decompositions of the exponential operator can
be achieved by fractioning the evolution time [24,25]. In
particular, a second-order decomposition can be written as

Sy(A) = e%AeAée%A — e(A+§)A+O(A3). (11)
Therefore, the time evolution of the system configuration can
be simulated by y(r + A) = S2(A)y(¢) with an error of the
order of O(A%). Notice that such decomposition still allows
for the subsequent update of momentum and angle variables
[see Egs. (8) and (9)]. In what follows, we will use an even
more precise fourth-order decomposition of the evolution
exponential operator

S4(x) = [S2(s20)°S2[(1 — 4s2)x][Sa(s20))*  (12)

with s, = 1/(4 — 4!/3) for which the decomposition error is
O(A?) [24,25]. With the above high-order decomposition, the
momentum and angle variables can be updated in subsequent
steps of the simulation y(r + A) = S4(A)y(t) without needing
to use very small time steps as usually required when low-
order decompositions are implemented.
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The numerical procedure implied by Eq. (12) allows for
a fully parallel implementation on the graphical card unit by
using CUDA [26]. Besides, the time step A can be made much
greater than those employed in other classes of integration
algorithms. Applying (12) to a system state consists in exe-
cuting Egs. (8) and (9) alternately. In turn, the whole set of
coordinates or momenta can be updated in parallel.

III. SHORT-TIME CRITICAL DYNAMICS:
FINITE-TIME SCALING

Most studies of critical phenomena focus on the singular
behavior of equilibrium thermodynamic quantities. However,
the divergences of the typical correlation length and time
scales at the critical point bring to computational studies
the issue of the critical slowing down. The characteristic
correlation time grows as t o L. Therefore, very long runs
are needed to obtain a good ensemble of uncorrelated config-
urations necessary to perform the thermodynamic averages.
Ultimately, the critical slowing down strongly restricts the
simulated system sizes, and finite-size scaling arguments are
usually developed to extract the relevant critical parameters.

Renormalization-group arguments have predicted that the
dynamical evolution of a system prepared in a state far from
equilibrium is also critical at a second-order transition [27].
This prediction has been confirmed in several studies of crit-
ical relaxation in a variety of physical systems [28-40]. Ac-
cording to this formulation, the order parameter at the critical
point decays as (M(t)) o< t=#/* when the system is initially
prepared in a fully ordered state. Here (---) represents an
average over several realizations of the relaxation process.
This power-law behavior develops after an initial transient
microscopic time. In the vicinity of the critical point, the order
parameter acquires the following scaling form:

(M(t,e)) =t PV M(@1/"%¢), (13)

where e is a control parameter and ¢ = (e/e. — 1) is the
normalized distance to the critical point e.. Notice that, in
simulations in which the system is in contact with a thermal
bath at temperature 7, the distance to the critical point is
measured as (T /T. — 1). In microcanonical simulations, the
control parameter is the distance in energy to the critical
point. These two measures can be related to each other in
the equilibrium steady state in which the temperature can be
related to the average kinetic energy. To locate the critical
point, it is quite useful to introduce the auxiliary function

W(t, ) = W

The finite-time scaling hypothesis for the order-parameter
relaxation implies that

(14)

Wi, o) = —L 4 g, (15)
vz
with g(t'/"?¢) = %ﬁf;/”) Therefore, this auxiliary func-

tion becomes time-independent at the critical point & = 0.
Further, as g(0) = 0, the auxiliary function at the critical point
W(t,0) = —pB/vz for any time ¢ in the scaling regime. In
practice, all curves W(#;, e) taken at distinct times #; cross at
a single point when plotted against e, simultaneously iden-

tifying the critical point e, and the critical exponents ratio
B/vz. Additionally, when these functions are plotted using the
proper scaling variable x = t!/"%¢, all curves collapse into a
single curve. The data collapse procedure provides the critical
exponents ratio 1/vz.

It is worth mentioning that short-time critical dynamics
also emerge from simulations starting from random configu-
rations. In the case of an infinitesimal initial value of the order
parameter, it develops a critical initial slip [27]. Recently, it
has been demonstrated that such an initial slip can present
the same dynamic exponent even for models having distinct
stationary critical exponents [40]. In the next section, we
will follow the Hamiltonian relaxation from the fully ordered
initial configuration.

IV. THE HAMILTONIAN CRITICAL RELAXATION
OF THE 3D XY MODEL: NUMERICAL RESULTS

In this section, we will report our numerical results for the
Hamiltonian relaxation process of the order parameter near
the critical point of the 3D XY model. In what follows, we
considered a cubic lattice with periodic boundary conditions
and lateral side L = 256, which is implied in a simulation with
N = 2% ~ 1.7 x 107 coupled rotators. As the time evolution
of the system is a Hamiltonian, the total energy is a constant of
motion. The minimum energy per rotator is ey, = —3, which
corresponds to a state with rotators fully aligned and at rest.
When energy is added to the system, it is distributed in the
orientational and kinetic degrees of freedom. Above a critical
energy e, there is no orientational long-range order in the
equilibrium state. Therefore, the energy density e acts as the
control parameter in this class of Hamiltonian microcanonical
simulations.

In our simulations, we fixed the energy density e > eny
and prepared the system in a fully ordered orientational state
with 6; = 0. The remaining energy was distributed in the
kinetic degrees of freedom by randomly choosing the angular
momentum of each rotator from a Gaussian distribution with
zero average. After that, we followed the time evolution of the
system by directly integrating the motion equations using the
fourth-order decomposition of the exponential evolution op-
erator described in Sec. II. In our simulations, we used a time
step A = 0.2 for which the simulation errors were negligible
for runs up to a total time #ax = 10*. The use of smaller time
steps would enhance the computational time with no effective
improvement of the simulation results within the statistical
error bar. Integration errors started to become relevant for
larger time steps. Averages were performed over 2048 distinct
initial distributions of the rotators’ angular momenta.

We considered the average magnitude of the magnetiza-
tion (M) = /(M,)? + (M,)? as a proper orientational order
parameter, where (M,) is the average projection of the ro-
tators along direction o [(M,) = (1/N) Zf\;l cos 0;; (M) =
(1/N) Zivzl sin 6;]. In Fig. 1 we report our simulation results
for the time evolution of the order parameter averaged over
distinct initial conditions. Although we performed simulations
over a wider range of energy densities, we are reporting just
a few curves in the vicinity of the critical point. For energy
densities below the critical point, the order parameter relaxes
from the initial nonequilibrium state converging to a finite
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FIG. 1. Average order-parameter relaxation process. Data are for
distinct energy densities in the vicinity of the critical point e, =
0.11338 (see text). Below the critical energy, it starts to saturate
signaling the setting up of a finite orientational order in the final
equilibrium state. It develops a faster than power-law decay above
the critical energy.

value signaling a sustainable orientational long-range order.
Above the critical energy density, the amount of kinetic rota-
tional energy is enough to fully destroy the orientational order,
which vanishes exponentially fast. At the critical energy, the
order parameter develops a slower power-law decay after a
microscopic transient time. The very short-time relaxation is
not shown to emphasize the scaling regime.

A clearer signature of the critical point is evidenced by
plotting the time evolution of the auxiliary function W(z, e),
as shown in Fig. 2. Below the critical energy, the auxiliary
function approaches zero in the long-time regime due to the
remaining long-range orientational order. On the other hand,
it assumes diverging negative values above the critical point
reflecting the exponential relaxation toward the nonordered
equilibrium state. Just at the critical energy, it reaches a finite
value. The reported data in Fig. 2 allow us to estimate that
0.1125 < e, < 0.1140.

To check that no significant finite-size effects are present
in our simulation data, we computed the normalized pair cor-
relation function g(r) = ((Mj - Miyr) — (M)?)/((M; - M) —
(M)?) at distinct times for e =0.1125. Our results are
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FIG. 2. Time evolution of the auxiliary function W(z,e) for
distinct energy densities in the vicinity of the critical point e, =
0.113 38 (see the text). Below the critical energy density it converges
to W(t — 00, ¢) — 0 when approaching the final equilibrium state.
The reverse trend develops above the critical point with W(r —
00, e) — —o0. At the critical energy, it is expected to saturate at a
finite value according to the finite-time scaling hypothesis

0 10 20 30 40 50
T

FIG. 3. Pair correlation function g(r) as a function of r computed
at ¢ = 0.1125 (in the vicinity of the critical energy) and distinct
evolution times. The horizontal thin dashed line corresponds to
g(&) = 1/e. Notice that, in the longest run, & is still one order of
magnitude smaller that the lattice size L = 256.

reported in Fig. 3 with r measured along a fixed direction.
Notice that the correlation function presents a fast decay at
very short times because the fluctuations are uncorrelated at
the very beginning of the dynamic evolution starting from
a fully ordered state. These are developed as time evolves.
Assuming an exponential decay of the correlation function in
the form g(r) = exp(—r/&), a rough estimate of the typical
correlation length & can be found as g(§) = exp(—1), which
is of the same order as that of the second-moment correlation
length [41]. Therefore, although the correlation length grows
in time, it remains at least one order of magnitude smaller than
the linear size of the lattice used in our simulations.

To precisely locate the critical energy density, we followed
the finite-time scaling hypothesis described in Sec. III and
plotted W(¢, ¢) as a function of e taken at distinct run times.
Our results from energy densities around the critical point
and a selected set of run times are reported in Fig. 4. A nice
crossing point of all curves with a very narrow spread is a clear
signature that no relevant corrections to scaling are present
in the data. From this crossing, we could accurately estimate
e. = 0.11338(8) and B/vz = 0.350(5).

To estimate the critical exponents ratio 1/vz, we performed
a collapse of our data for W(¢, e¢) by plotting them as a function
of the proper scaling variable x = ¢'/V*(¢/e, — 1). Our result
is summarized in Fig. 5. The critical exponent was chosen

02— e, =0.11338(8)
L s Broz=035005) |
~ N
3 -0.4 1= e—o t=5000 .
Nl B—=a t=4095
B—‘ B t=3354 T

| a—a=2746
< t=2249

I I
0.108  0.111

0.114
(&

0.117

FIG. 4. The auxiliary function W(z, ¢) vs e taken at distinct times.
All curves cross at a single point identifying the critical energy e, and
the exponent ratio §/vz. From this, we estimate e, = 0.113 38(8)
and B/vz = 0.350(5).
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FIG. 5. The auxiliary function plotted against the proper scaling
variable x = t'/"*(e/e. — 1). The collapse of all curves supports the
finite-time scaling hypothesis. The best collapse of data from distinct
run times allowed us to estimate 1/vz = 0.993(1).

as that leading to the minimum spreading of the curves,
especially in the vicinity of the critical point. Our best estimate
gives 1/vz = 0.993(1).

The precision of the above estimates for the critical pa-
rameters can be further verified by collapsing data for their
own magnetization. The scaling hypothesis implies that when
plotting #/V2(M(t, e)) versus the scaling variable ¢'/V*(e/e, —
1), all curves shall also collapse into a single curve. This
scaling analysis is reported in Fig. 6 using the same critical
parameters determined above. The fine collapse of all curves
is an additional indication of the reliability of these estimates

To obtain a direct estimate of the dynamical critical expo-
nent z, we followed the time evolution of the second-order
cumulant defined as

(M) + (M7)) — (M) + (M,)%)

v = (M7 + (M,)?

(16)

According to the finite-time scaling behavior, the second cu-
mulant shall grow in time as U, () « 14/% at the critical point,
where d is the space dimension [37]. In Fig. 7 we report our
simulation data for U (¢) at the critical energy density, which is
consistent with U, () o< ¢2. This behavior is in agreement with
the renormalization-group prediction of z = 3/2 for the 3D

2.2 T T T T
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A 20 @ o 4095 |
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< 1.8 A 3354
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1.6 - v t=2249 —
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& L §
1.2 > —
E | I | I | ®
-200 -100 0 100 200
1/vz
t(ele-1)

FIG. 6. Data collapse of the order-parameter data computed at
distinct times and energy densities. The critical parameters are the
same as those described in Fig. 5. The fine collapse of the curves
corroborates the reliability of the estimated critical parameters.

S
T T

Ll

|
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FIG. 7. Time evolution of the second cumulant U (¢) computed at
the critical energy density. The dashed line corresponds to the power-
law growth U (¢) o< t2, which is consistent with exact calculations for
the dynamical critical exponent z = 3/2.

XY model with a conserved density coupled to a spin-wave
mode [8].

V. SUMMARY AND DISCUSSION

In summary, we performed large-scale simulations of the
purely Hamiltonian critical relaxation of the XY model de-
fined on a cubic lattice. The Hamiltonian was considered to
include the kinetic energy of the rotators besides their first-
neighbor ferromagnetic coupling. The Hamilton motion equa-
tions were numerically solved by using a high-order time-
reversal decomposition of the exponential evolution operator,
thus conserving the volume in phase space by construction.
Within such a microcanonical approach, we accurately fol-
lowed the short-time critical relaxation process from the fully
orientationally ordered state.

We were able to simulate lattices as large as L = 2567 sites
for which finite-size effects were negligible during the finite
integration time considered. The runs were long enough to
probe the finite-time critical relaxation regime without the
presence of significant corrections to scaling. By exploring
the finite-time scaling hypothesis for the order parameter, we
determined the critical energy density as e, = 0.11338(8)
and the critical exponents ratios 8/vz = 0.350(5), 1/vz =
0.993(1). The critical energy density includes both orien-
tational and kinetic contributions. Monte Carlo simulations
performed in the canonical ensemble, with the system in
equilibrium with a thermal bath, have estimated the transition
to take place at 1/7. = 0.45420(2) and a critical interaction
energy per spin E. = —0.9890(3) [42,43]. Assuming that
the average kinetic energy per rotator in equilibrium is 7/2
according to the classical equipartition theorem, these values
provide an estimate for the critical total energy density of e, =
0.1118(4), compatible with our present estimate. Further, the
second-order cumulant time evolution showed that the critical
dynamical exponent is consistent with the exact prediction of
z =3/2. From this set of exponents, our results provide the
following estimates of the independent static critical expo-
nents 8 = 0.352(5) and v = 0.671(1). These are very close
to the best estimates based on Monte Carlo simulations =
0.3485(2) and v = 0.671 55(27) [3]. We would like to stress
that the critical energy density of the 3D XY model is above
the energy density of a configuration with rotators at rest with
random and uncorrelated orientations. As such, the critical
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initial slip of the order parameter from partially ordered initial
states can be probed by such Hamiltonian microcanonical
simulations. The critical dynamics of vortex loops and domain
walls can also be addressed from similar fully deterministic
simulations.

It is important to emphasize that the present results were
derived from the intrinsic deterministic Hamiltonian dynam-
ics of the system. In contrast, Monte Carlo simulations use
artificial stochastic dynamics that drive the system toward the
thermodynamic equilibrium state by imposing the detailed
balance condition. Within this scenario, the present results
add to the recent developments of advanced computational
strategies, reaching the stage to accurately probe critical
phenomena directly from first-principles simulations based

on symplectic integration protocols that preserve the relevant
symmetries of the underlying microscopic dynamics.
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