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In this paper we consider the thermal power of a heat flow through a qubit between two baths. The baths
are modeled as a set of harmonic oscillators initially at equilibrium, at two temperatures. Heat is defined as the
change of energy of the cold bath, and thermal power is defined as expected heat per unit time, in the long-time
limit. The qubit and the baths interact as in the spin-boson model, i.e., through qubit operator σz. We compute
thermal power in an approximation analogous to a “noninteracting blip” (NIBA) and express it in the polaron
picture as products of correlation functions of the two baths, and a time derivative of a correlation function of the
cold bath. In the limit of weak interaction we recover known results in terms of a sum of correlation functions of
the two baths, a correlation functions of the cold bath only, and the energy split.
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I. INTRODUCTION

Heat and work in classical thermodynamics are proper-
ties of processes, and not states. Heat is further in classical
thermodynamics energy transferred from the system to an
uncontrolled environment such that it cannot later be retrieved
to do useful work [1,2]. The translation of these concepts to
the quantum domain is therefore not obvious, as discussed
in an early review [3]. Quantum thermal power is average
quantum heat per unit time, and is a centrally important topic
for applications to quantum heat engines [4–6]. While heat
and thermal power at weak coupling has been studied for
a long time in the literature [7–9], the attention to systems
interacting strongly with one or several baths is more recent.

The approach and the setting most closely related to the one
in this paper was for a two-level quantum system interacting
with one bath [10]. It hence gives access to heat exchanged
with the bath when relaxing to the equilibrium state (a case not
studied here). More recently in [11] a similar technique was
applied to the case when the system is a chain of oscillators.
Using other approaches, the paper [12] contains the general
observation that it is inconsistent to include any fixed fraction
of interaction energy in heat, and studies interactions with
fermionic baths with the nonequilibrium Green’s function
technique. The paper [13] is on the other hand one of several
using the collective coordinate technique while [14] uses (in
strong coupling) a thermalization assumption for the parts
of the system directly interacting with the bath. Numerical
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simulations and a hierarchical equations of motion (HEOM)
approach are used in [15,16]. Other recent contributions are
[17–20].

The goal of this paper is to revisit these questions in
perhaps the simplest nontrivial scenario with a steady heat
flow: one qubit interacting strongly with two heat baths at
different temperatures. We will start from the point of view
that heat is energy change in a bath. Thermal power is thus
expected energy change in a bath per unit time, in the long-
time limit. For concreteness we will consider thermal power
as heat per time to the cold bath, and thus a quantity that
should be nonnegative in the long-time limit. We assume that
the qubit interacts with the baths and with an external drive as
in the spin-boson model which allows to reuse many results
developed in that context [21]. At strong coupling, and in the
approximation known as “noninteracting blip approximation”
(NIBA), the stationary state of the qubit is then determined
by equilibrium correlation functions of certain bath operators
related to a polaron transform. Our main result is that in a
similar approximation thermal power is determined by the
same correlation functions and their derivative with respect
to time.

The paper is organized such that the high-level discussions
are given in the main body while some background and much
of the calculations are presented in Appendexes. In the second
section of the main body of the paper (Sec. II) we thus
introduce our model, and in Sec. III we give dimensional argu-
ments what the results should be, first in a version appropriate
for weak coupling, and then in a version appropriate for strong
coupling. Section IV contains an overview of the calculations,
and states the results in path integral language while Sec. V
states in the language of the correlation functions after the
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polaron transform. Section VI summarizes and discusses the
results.

The background and details of the calculations are pre-
sented as follows. First, Appendix A contains a summary of
the vast literature on the spin-boson problem, sufficient for
our purposes, and Appendix B summarizes earlier work on
quantum heat functionals [22–24] adapted to the spin-boson
setting. Appendix C gives details of what these formulas mean
for Ohmic baths. Appendix D, which is included for com-
pleteness, further translates this theory to when the interaction
is through bath momentum. Appendix E discusses a type of
contribution to quantum heat in the spin boson problem which
is formally divergent, but which with a proper treatment of the
boundaries is seen to be finite (independent of time). It hence
does not contribute to thermal power. Appendix F gives an
overall discussion of the other contributions that do contribute
to thermal power, and how they can be computed by a transfer
matrix technique. The final appendices contain the following
special cases: Appendix G the quantum state; Appendix H the
long-time limit of the quantum state; Appendix I the expected
heat; and Appendix J the expected heat in the long term limit.
This last quantity thus gives thermal power, as presented in
Sec. IV.

II. MODEL

We consider one qubit interacting with two harmonic
oscillator baths as in the spin-boson model [21]. Harmonic
oscillator baths model, for instance, resistive elements in
electrical circuits, and quantum harmonic oscillator baths
hence model how such elements interact with other circuit
elements at sufficiently low temperatures [25]. Circuits with
superconducting elements that can be assimilated to qubits
are widely investigated in scalable quantum information pro-
cessing [26]. The state of one qubit interacting with two
baths is hence a toy model of a quantum computer perturbed
by a heat flow through the dynamical degrees of freedom
of quantum computer itself. Quantum thermal power in this
setting is conversely how well such a device can transport
energy between two baths in the quantum regime.

The system, the baths and the interactions can thus be
written down as a total Hamiltonian

HTOT = HS + HC + HH + HCS + HHS, (1)

where “C” refers to the cold bath (temperature TC) and “H”
refers to the hot bath (temperature TH ).

The system Hamiltonian is

HS = −h̄
�

2
σ̂x + ε

2
σ̂z, (2)

where � is a rate [dimension (time)−1], and ε is the level
splitting. The bath Hamiltonian are

HC =
∑
b∈C

p2
b

2mb
+ 1

2
mbω

2
bq2

b, (3)

HH =
∑
b∈H

p2
b

2mb
+ 1

2
mbω

2
bq2

b, (4)

where the parameters mb and ωb are the mass and angular
frequency of each oscillator and C and H also stand for the

sets of oscillators in, respectively, the cold bath and the hot
bath.

We will take the system-bath interactions to be
described by

HCS = −
∑
b∈C

Cbqbσ̂z, (5)

HHS = −
∑
b∈H

Cbqbσ̂z, (6)

where Cb is the interaction coefficient between bath oscillator
b and the qubit, qb is the oscillator coordinate, and σ̂z operates
on the qubit. Pauli matrices are by convention dimension-
less, and the coupling coefficients Cb hence have dimension
(energy) × (length)−1. In [21] the length scale (there called
q0) is taken to be the spatial distance between the minima
of two potential wells. For a qubit formed out of a nonlinear
oscillator the length scale could similarly be the typical spatial
scale of the oscillator ground state

√
h̄

mω
.

We consider heat as related to two measurements on the
cold bath, one at the beginning of the process and one at
the end, which we assume to take values Ei and E f . In a
quantum bath neither Ei nor E f are known; all we can know
is the probability of observing Ei at the beginning, and the
probability of observing E f at the end. Thermal power is then

the expected change of bath energy per unit time 〈E f −Ei〉
t f −ti

.
Four remarks are in order. First, “measurement on the bath”

is required in the theory we consider, as without measurement
the bath energy does not have a definite value. However,
expected heat per unit time can, as we will see, be expressed
in terms of system properties alone. Thermal power hence
does not make any direct references to measurement, the
values of which can hence be taken to be unrecorded. We may
thus imagine “measurement on the bath” to actually refer to
interaction with a large superbath which forces the bath states
to decohere, without assuming any direct control of the bath
states by an experimenter. Second, we do not count any part of
the interaction energy in the heat. While this issue is important
and has been discussed at length on the classical side in the
recent literature [23,27–31], it is reasonable to assume that
the interaction energy between one qubit and a bath does not
increase at a nonzero rate for long enough times. Third, in
applications to superconducting circuits, the system-bath in-
teraction may often more naturally be taken to be proportional
to bath oscillator momentum variable pb [25]. Since both qb

and pb can be expressed in Fourier modes of the oscillator
this can be expected to make no essential difference, as was
indeed stated in [32] for the qubit state. For completeness
we outline in Appendix D an argument that this is so also
for heat (full distribution function of bath energy change).
Lastly, in realistic mesoscopic devices effective temperatures
of different parts may differ. Such situations fall outside what
is considered here since the devices would then not be systems
in thermal equilibrium that could be modeled as baths.

III. DIMENSIONAL ARGUMENTS

The long-time limit of the state of one qubit interacting
with any number of baths is given by its density matrix,
where the diagonal terms (“the populations”) determine the
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probability for the qubit to be, respectively, in the up state and
in the down state. Suppose these probabilities are P(up) and
P(down). Suppose further that the memory of the bath is short
enough that when the system is in one state the bath does not
remember in which states the system was before. We can then
suppose that the expected energy given to the cold bath per
unit time takes two values that depend on the system state, call
them πup and πdown. Thermal power can then be estimated as

� = P(up)πup + P(down)πdown. (7)

To turn this into a quantitative prediction we can suppose that
qubit transitions happen with effective rates describing the
interactions with the two baths, and call these rates �C

↓↑, �H
↓↑,

�C
↑↓, and �H

↑↓. This approach is appropriate when the qubit
is weakly coupled to the baths, and one considers sufficiently
long time scales [7,8]. The up and down probabilities then
depend on the rates as for a classical jump process, i.e., as

P(up) = �C
↓↑ + �H

↓↑
�C

↓↑ + �H
↓↑ + �C

↑↓ + �H
↑↓

,

P(down) = �C
↑↓ + �H

↑↓
�C

↓↑ + �H
↓↑ + �C

↑↓ + �H
↑↓

.

Power is dimensionally energy per unit time. When
interaction energy is negligible the characteristic scale
of energy transferred to the cold bath must be ε in an
up-to-down transition, and −ε in an down-to-up transition,
and these happen with rates �C

↑↓ and �C
↓↑. This leads to the

estimates of power in the two states as

πup = ε�C
↑↓, (8)

πdown = −ε�C
↓↑, (9)

and overall expected power as

�weak = ε[�C
↑↓P(up) − �C

↓↑P(down)]. (10)

Expressions of this form are well known in the literature, e.g.,
in [9] [Eq. (5)], and essentially hold in weak coupling also
without the assumption of a short bath memory time.

At strong coupling the above is, however, not correct be-
cause when the qubit flips there is also a change of interaction
energy between qubit and the bath. When this is larger than
the level splitting the characteristic scale of energy transferred
to the bath can be very different from ε. Furthermore, in strong
coupling one may assume combined effective mean switching
rates �↑↓ and �↓↑, but it is not possible to disentangle the
actions of the two baths into separate terms �C and �H .

A different argument can nevertheless be made using
the assumption of short enough bath decorrelation time, or
equivalently that � is small enough that the residence time
of the qubit in one state is long enough. From one qubit
jump to the next qubit jump the baths hence on the average
behave as follows. Right after the jump into state s there will
be some average interaction energy and some average bath
energy, 〈Hi

CS(s)〉 and 〈Hi
C (s)〉. Between the jumps, when the

qubit does not change its state, the sum of these energies
is conserved, but in the same time interval the baths will
equilibrate with the qubit. At the end of the interval the
average interaction energy should hence vanish. This means

that during one residence time in state s the expected energy
change of the bath should be the expected initial interaction
energy, i.e., 〈Hi

CS(s)〉. By this reasoning one gets

�strong = P(up)�↑↓
〈
Hi

CS(up)
〉 + P(down)�↓↑

〈
Hi

CS(down)
〉
.

(11)

What this derivation leaves out are precise statements of
what is meant by 〈Hi

CS(up)〉 and 〈Hi
CS(down)〉. The main

contribution of this paper is to derive such estimates systemat-
ically, and explain how the terms follow from the microscopic
parameters of the model.

IV. THERMAL POWER AT STRONG COUPLING

We now describe an approach to thermal power at strong
coupling based on the Feynman-Vernon formalism [33]. To
calculate heat (energy change in a bath) we follow [22,23,31],
related general results can also been found in [10,34] and
[35]. Adapting the Feynman-Vernon formalism to describe
the development of one spin interacting with one bath (the
spin-boson problem) is already not trivial [21]. Here we have
the complications that we are interested in heat in a spin
interacting with two (or more) baths at different temperatures.
Technical background and details have therefore been moved
to the Appendixes as pointed to below and at the end of
the Introduction; here we only outline the main idea of the
calculation.

We focus on the energy changes of one bath, for concrete-
ness we assume that is the cold bath. The starting point is to
assume that initially the baths are independently at thermal
equilibrium (at different temperatures), and the system as
well as the energy of the cold bath are measured. After
that measurement the state of the system and the baths is
ρ

eq
H ⊕ |E (C)

i , i〉〈E (C)
i , i| where ρ

eq
H is the equilibrium state of

the hot bath (or baths), i indicates the state of the system
after measurement, and E (C)

i the state of the cold bath. We
take pC (�E , f |E (C)

i , i) to be the conditional probability of
observing a final state | f 〉 of the system and energy change
of the cold bath �E , conditioned on total initial state.

Next we assume that the measured energy of the cold bath
is not recorded. This means that we could also say that the
cold bath decoheres by interacting with an unobserved cold
superbath at the same temperature. The initial state of the cold
bath is then a statistical mixture where |E (C)

i 〉 appears with the
Gibbs weight Z−1

C (β ) exp[−βE (E (C)
i )]. Here β is the inverse

temperature of the cold bath, and ZC is the partition function.
From here we consider the average distribution

pC (�E , f |i) =
∑
E (C)

i

pC
(
�E , f |E (C)

i , i
)e−βE (E (C)

i )

ZC (β )
, (12)

which can be rewritten

pC (�E , f |i) =
∑
E f ,Ei

Z−1
C (β )e−βE (Ei )1E (E f )−E (Ei ),�E

×〈E f , f |ρTOT(Ei, i)|E f , f 〉, (13)

where ρTOT(Ei, i) is the total density operator of the system
and the bath at the end of the process, when the system and

042130-3



ERIK AURELL AND FEDERICA MONTANA PHYSICAL REVIEW E 99, 042130 (2019)

the cold bath started in the pure state |Ei, i〉 and the hot bath
started in ρ

eq
H . Resolving the delta function one can write

pL(�E , f |i) = 1

2π

∫
e−iν�E Gif (ν)dν, (14)

where

Gif (ν) =
∑
E f ,Ei

Z−1
B (β )e−βE (Ei )eiν[E (E f )−E (Ei )]

×〈E f , f |ρTOT(Ei, i)|E f , f 〉. (15)

By linearity the Gibbs weight and the factor e−iνE (Ei ) can
be taken inside the the big unitary transformation defining
ρTOT(Ei, i). The above is therefore the same as

Gif (ν) = TrCH〈 f |eiνHC
(
Ue−iνHC ρTOT

i

)
U †| f 〉, (16)

where ρTOT
i = ρ

eq
H ⊕ |i〉〈i| ⊕ ρ

eq
C , and the trace is over the cold

and the hot bath(s).
Gif (ν) codifies all the information on the distribution of

energy change in a bath (here the cold bath), averaged over an
initial equilibrium distribution of the baths at their respective
temperatures and conditioned on the system starting in pure
state |i〉 and finishing in pure state | f 〉. Derivatives of Gif (ν)
with respect to ν generate moments of the energy change.
Here we are interested in the first derivative

〈�EC〉 = d

d (iν)
Gif (ν)|ν=0. (17)

Furthermore we are only interested in thermal power, the limit
1
t 〈�EC〉 when t , the duration of the process, is long.

Stepping first back a bit, the calculation of Gif (ν) proceeds
by representing U and U † as path integrals. Path integrals for
spins are known in general [36], and have recently been used
by one of us to estimate the errors in quantum computing
[37]. For the problem at hand a much simpler representation is
however sufficient, where the spin paths X and Y representing
U and U † are piece-wise constant, taking values ± 1

2 [21]. The
baths are composed of sets of harmonic oscillators interacting
linearly with the spin, and their terms in U and U † as well
as ρ

eq
H , ρ

eq
C , and e±iνHC can be represented as standard path

integrals, which can be integrated out as many Gaussians
[33]. The functional Gif (ν) can hence be represented as a
double path integral of the spin paths X and Y weighted by an
action, i.e., as e

i
h̄ A[X,Y ]. At ν = 0 this is the same spin-boson

path integral derived in [21], which represents the quantum
operation of moving the density matrix of the spin at time zero
to the density matrix of the spin at time t . For nonzero values
of ν additional terms appear in A, details are summarized in
Appendix B.

In practice the spin-boson path integrals are quite cum-
bersome to do without replying on the “noninteracting blip
approximation” (NIBA). The terms in A that arise from
integrating out the bath(s) are double integrals with kernels,
and NIBA means that those kernels should have short enough
memory. More precisely, memory should be shorter than the
duration of the periods when X and Y take the same value,
( 1

2 , 1
2 ) or (− 1

2 ,− 1
2 ), so that the bath can only remember the

preceding such period. Since the switching rate of paths in
the double path integral is given by the tunneling rate in the
system Hamiltonian, NIBA is hence expected to hold when

that tunneling rate is small enough. The same reasoning essen-
tially holds for nonzero values of ν. The setup is summarized
in Appendixes A and B.

With caveats discussed in Appendix H the stationary state
(for the spin) in the spin-boson problem can then (within
NIBA) be determined by almost classical arguments. A tran-
sition from the up state ( 1

2 , 1
2 ) to the down state (− 1

2 ,− 1
2 )

proceeds through two channels labeled by which spin path
goes first (X or Y ), and the time (�t) spent in the intermediate
“blip” state [( 1

2 ,− 1
2 ) or (− 1

2 , 1
2 )]. The two jumps occurs with

intrinsic rates i �
2 and −i �

2 . Altogether, for both kinds of

channels, this gives �2

4 .
The two baths are in equilibrium with respect to the spin

before the jump, and integrating them out thus leads to charac-
teristic functions first determined in [21] and given in general
form, for the jth blip interval of length �t2 j−1, as Eqs. (A10)
and (A11) in Appendix A. For the important special case of an
Ohmic bath these quantities can be computed in closed form,
as discussed at the end of Appendix C. To lighten the notation
we will, in the rest of this section, refer to these quantities as
SC and XC for the cold bath, and SH and XH for the hot bath,
the dependence on �t2 j−1 (and parameters) implicit.

Summing contributions from all channels thus gives an
overall transition rate from up to down:

A = �2

2

∫
e− 1

h̄ (SC+SH ) cos
1

h̄
(XC + XH − ε�t ) d�t (18)

and a similar overall transition rate from down to up

D = �2

2

∫
e− 1

h̄ (SC+SH ) cos
1

h̄
(XC + XH + ε�t ) d�t . (19)

The stationary probability to be up is D
A+D . This expression is

formally identical with the dimensional arguments in Sec. III:
A may be identified with �↑↓; and D with �↓↑ [38].

The calculations of thermal power detailed in Appendixes
E to J rely crucially on exact relations between the derivative
of the action A with respect to the parameter ν at ν = 0, and
the derivatives of the two functions S and X with respect to the
time argument. It is then convenient to introduce additional
characteristic functions of the hot and the cold baths [39]

CC
+(t ) = e− 1

h̄ SC+ i
h̄ XC , (20)

CH
+ (t ) = e− 1

h̄ SH + i
h̄ XH , (21)

CC
−(t ) = e− 1

h̄ SC− i
h̄ XC , (22)

CH
− (t ) = e− 1

h̄ SH − i
h̄ XH . (23)

The quantity A introduced above is then

A = �2

4

∫ [
CC

+(t )CH
+ (t )e−i εt

h̄ + CC
−(t )CH

− (t )ei εt
h̄
]

dt (24)

and similarly for D.
As determined in the Appendix, the rate of energy change

in the cold bath while the system is, respectively, in the up and
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the down state can be written, compare Eq. (J10),

πup = −ih̄
�2

4

∫
dte−i εt

h̄
dCC

+(t )

dt
CH

+ (t )

+ ih̄
�2

4

∫
dtei εt

h̄
dCC

−(t )

dt
CH

− (t ), (25)

πdown = −ih̄
�2

4

∫
dte

iεt
h̄

dCC
+(t )

dt
CH

+ (t )

+ ih̄
�2

4

∫
dte− iεt

h̄
dCC

−(t )

dt
CH

− (t ). (26)

In the above results, CC
+, CH

+ , CC
−, and CH

− are the influence
functionals from integrating out the baths when the forward
and backward paths of the spin are fixed and opposite. These
influence functionals are formally Tr[Uρeq,↑V †] with different
unitary operators applied to the left and to the right. Differen-
tiating U and V † with respect to time brings down − i

h̄ (HB +
HI ) and i

h̄ (HB + H ′
I ) with different interaction Hamiltonians

on the two sides because the spin coordinate is different
on the two sides. The bath Hamiltonians are the same and
their contributions therefore cancel. The remaining terms are
expectation values of the interaction Hamltonians, conditional
on which state the spin started from, which path jumped first,
and the blip duration. In this way Eqs. (25) and (26) give a
precise meaning to the dimensional estimate (11), where 〈· · · 〉
means averaging over the quantum fluctuations in the bath
during a blip of length �t , over the kind of blip (which spin
jumps first) and over the length of the blip.

V. POLARON TRANSFORM PICTURE

Another interpretation of the results in (25) and (26) is
based on the polaron transform. Changing σ̂z from up to down
has the same effect on the bath energy as instantaneously
shifting the position of every bath oscillator qb by an amount
2 Cb

mbω
2
b
. Such a shift is generated by B̂+ = exp(i2

∑
b

Cb

h̄mbω
2
b

p̂b)

where p̂b is the momentum operator of oscillator b. Similarly
B̂− = exp(−i2

∑
b

Cb

h̄mbω
2
b

p̂b) has the same effect on the bath

energy as changing σ̂z from down to up.
The function C−(t ) = e− 1

h̄ S− i
h̄ X for the cold or hot bath

(C or H) is therefore the same as 〈B̂−(t )B̂+(0)〉eq where the
operators are in the Heisenberg picture, and the average is
over the bath in equilibrium. Similarly C+(t ) = e− 1

h̄ S+ i
h̄ X is

the same as 〈B̂−(0)B̂+(t )〉eq. The effective jump rates are thus

A = �2

4

∫
〈B̂−(0)B̂+(t )〉C,eq〈B̂−(0)B̂+(t )〉H,eqe−i εt

h̄

+〈B̂−(t )B̂+(0)〉C,eq〈B̂−(t )B̂+(0)〉H,eqei εt
h̄ dt (27)

and similarly for D. The above may be used to derive the
weak-interaction limit since then B̂+ ≈ 1 + i2

∑
b

Cb

h̄mbω
2
b

p̂b

and B̂− ≈ 1 − i2
∑

b
Cb

h̄mbω
2
b

p̂b, and (linear terms cancel)

〈B̂−(t )B̂+(0)〉eq ≈ 1 + 4

h̄2

∑
b

C2
b

m2
bω

4
b

〈p̂b(0) p̂b(t )〉eq. (28)

Except for ε very small this gives the effective jump rate
proportional to the sum of the spectral powers of the cold and
hot bath at frequency ε/h̄, which can be compared, e.g., to [9]
[Eq. (3)].

In a similar manner one may also consider Eqs. (25)

and (26). The derivatives dCC
+(t )
dt and dCC

−(t )
dt translate

(in weak coupling) to 4
h̄2

∑
b

C2
b

m2
bω

4
b
〈p̂b(0) d p̂b(t )

dt 〉C,eq and

4
h̄2

∑
b

C2
b

m2
bω

4
b
〈 d p̂b(t )

dt p̂b(0)〉C,eq. The dependence on the hot bath

is only to higher orders in the interaction coefficients, and
therefore drops out. Given that CC

+(0) and CC
−(0) are both

equal to 1, one may integrate by parts, which gives

πup ≈ �2

4
ε

∫
dte−i εt

h̄ CC
+(t ) + �2

4
ε

∫
dtei εt

h̄ CC
−(t ), (29)

πdown ≈ −�2

4
ε

∫
dte

iεt
h̄ CC

+(t ) − �2

4

∫
dte− iεt

h̄ CC
−(t ), (30)

which is of the same form as Eqs. (8) and (9).

VI. DISCUSSION

In this paper we considered thermal power (heat per unit
time) through a qubit interacting with two or several baths
as in the spin-boson problem [21]. By an extension of the
Feynman-Vernon influence functional method it has been
shown how to compute the distribution of energy changes
in a bath or baths of harmonic oscillators interacting with
a general quantum system [10,22,24,35]. Here we adapted
this approach to the situation where the system in one spin.
This is not only a simplification since the effective dynamics
of the spin is only Markovian when the bath temperature is
sufficiently high. When that is so, and when the the spin
degree of freedom actually only represents the two lowest
energy eigenstates in a much larger system, higher states will
also be excited, and the system is no longer well described as
a spin. When the physical model is appropriate, the dynamics
of the spin is therefore non-Markovian. The “noninteracting
blip approximation” (NIBA) can be seen as the simplest form
of non-Markovianity, where the memory of the bath(s) is
(are) shorter than the times the system stays in one diagonal
state (up or down). Although non-Markovian in continuous
time the quantum dynamics is then Markovian in the discrete
variables labeling the diagonal state. For the quantum state
those variables can be summed out completely, while for
the quantum heat they can be handled by a transfer matrix
technique.

The advantage of the Feynman-Vernon method is that,
while each oscillator in the bath is only perturbed slightly,
and the system-bath interaction hence assumed linear in the
harmonic oscillator coordinates, the accumulated effect on
the system from all the bath oscillators can be large. A
Feynman-Vernon theory of energy changes in a bath is thus a
way to model quantum heat in a system interacting strongly
with its environment. In this paper we only considered the
expected value, but, in principle, higher moments can also
be computed by the formulas given in [24]. Furthermore, we
only considered the stationary case (constant drive) and the
long-time limit which can be analyzed by Laplace transforms.
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The general structure of quantum thermal power � through
one spin was discussed around Eq. (7) above by dimen-
sional arguments. For convenience we restate this equation
here:

� = P(up)πup + P(down)πdown,

where P(up) and P(down) are the stationary probabilities of
the spin to be, respectively, up or down, and πup and πdown are
the average thermal power in these two states. When coupling
to the baths are weak, one can consider system transitions
due to interactions with the baths as independent processes.
The two terms πup and πdown are then the transition rates by
interacting with the cold bath, times the energy split ε. This
well-known result can also be derived by perturbation theory.

When coupling between the system and the baths is strong
the effective transition rates of the system do not separate. The
formula for one of the rates (the rate A, up to down) is given
in (24) and is the integral over time of the product of two
factors that depend on time, one from each bath. Alternatively
on can consider the polaron picture discussed in Sec. V:
generally the transition rates are bath correlation functions
of exponential quantities which can only be approximated as
sums of standard correlation functions, one for each bath, in a
weak-coupling limit.

The main technical result derived in this paper is then
expressions for πup and πdown in strong coupling. Like the
effective transition rates these quantities do not separate, but
can be written as time integrals of products of quantities from,
respectively, the cold and the hot bath, see Eqs. (25) and
(26). By nontrivial relations these quantities are for the hot
bath the same as in the transition rate, and for the cold bath
proportional to the the time derivative of that in the transition
rate. By an argument given towards the end of Appendix J the
long-time limits of the expected energy changes in the hot and
cold baths are equal in magnitude, and opposite in sign.

While the final result is simple, the intermediate calcula-
tions are not, as seems to be the case for most path integral
treatments of the spin-boson problem, compare [21] as well
as the later literature [7,40–42]. For the quantum state a much
simpler approach is possible using the polaron transform
directly [43,44]. Since our result for thermal power can also
be expressed in terms of quantities after a polaron transform,
it would be interesting to know if it can also be found in a
simpler manner. We leave this question to future work, as well
as the numerical determination of the terms (25) and (26) in
thermal power.

We end by noting that for a qubit interacting with two
baths the prediction of NIBA may be not only incorrect, but
also physically inadmissible. The limits of the validity of
NIBA may thus be qualitatively different in nonequilibrium
compared to equilibrium. This question appears not have been
raised before, and deserves further study. We further note that
in NIBA the condition that thermal power to the cold bath be
positive appears different than the admissibility condition on
the state. Conceivably there may hence be situations where
NIBA is appropriate for the quantum state, but not for quan-
tum thermodynamics. This issue also deserves further study.

Note added. It was recently brought to our attention that a
strong-coupling theory of thermal power of heat flow through
a qubit using the polaron transform was presented in [45].
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APPENDIX A: SUMMARY OF SPIN-BOSON
THEORY AND NIBA

The calculations in Sec. IV are for the quantum thermal
power and two baths what Leggett and collaborators did in
the 1980’s for the development of the quantum state and one
bath [21]. This Appendix summarizes relevant results from
that earlier calculation. For ease of comparison (here and in
later related Appendixes) we follow the notation of [21]. We
restate the system (qubit) Hamiltonian:

HS = −h̄
�

2
σ̂x + ε

2
σ̂z, (A1)

where � is a rate [dimension (time)−1], and ε is the level
splitting. The bath Hamiltonians are, in classical notation,

HC =
∑
b∈C

p2
b

2mb
+ 1

2
mbω

2
bq2

b, (A2)

HH =
∑
b∈H

p2
b

2mb
+ 1

2
mbω

2
bq2

b, (A3)

where the parameters mb and ωb are the mass and angular
frequency of each oscillator and C and H also stand for the
sets of oscillators in, respectively, the cold bath and the hot
bath. The system-bath interactions are similarly

HCS = −
∑
b∈L

Cbqbσ̂z, (A4)

HHS = −
∑
b∈R

Cbqbσ̂z, (A5)

where Cb is the interaction coefficient between bath oscillator
b and the qubit, and σ̂z operates on the qubit. The coupling
coefficients Cb have dimension (energy) × (length)−1.

The Feynman-Vernon transition probability of a general
quantum system interacting with two baths is

Pif = TrCH〈 f |U (|i〉〈i| ⊕ ρ
eq
CH

)
U †| f 〉, (A6)

where the initial state of the baths ρ
eq
CH is the product state of

two thermal states ρ
eq
C and ρ

eq
H , at two temperatures. U is the

big unitary expressing the forward time evolution due to the
total Hamiltonian given by (A1)–(A5), and U † (the adjoint) is
the backward time evolution.

042130-6



THERMAL POWER OF HEAT FLOW THROUGH A QUBIT PHYSICAL REVIEW E 99, 042130 (2019)

The bath coordinates in Eq. (A6) can be integrated out to yield

Pif =
∫

if
DXDYe

i
h̄ SS[X ]− i

h̄ SS[Y ]+ i
h̄ SC

i [X,Y ]+ i
h̄ SH

i [X,Y ]− 1
h̄ SC

r [X,Y ]− 1
h̄ SH

r [X,Y ], (A7)

where X is the system coordinate in the forward system path
(part of the representation of U ), Y is the system coordinate
in the backward system path (part of the representation of
U †), and

∫
if denotes the projection on initial and final states

(integrals over initial and final positions of the system in the
forward and backward path). The result of integrating out
the cold bath is i

h̄ SC
i [X,Y ] − 1

h̄ SC
r [X,Y ], and the result of

integrating out the hot bath is i
h̄ SH

i [X,Y ] − 1
h̄ SH

r [X,Y ]. The
real terms (Sr) depend on the difference X − Y at two different
times while the imaginary terms (Si) depend on the difference
X − Y at a later time, and the sum X + Y at an earlier
time.

For the system and bath interaction described by
Eqs. (A1)–(A5) the system paths X and Y can be represented
as piece-wise constant, taking value 1

2 when the spin is up, and
− 1

2 when the spin is down. This means that at any one time
the forward-backward system path pair can take only four
values ( 1

2 , 1
2 ), (− 1

2 ,− 1
2 ), ( 1

2 ,− 1
2 ), and (− 1

2 , 1
2 ). The two first

are in the terminology of [21] called sojourns and correspond

to populations, the diagonal elements of the density matrix,
up and down. The last first are in the terminology of [21]
called blips and correspond to coherences, the off-diagonal
elements of the density matrix. The kind of sojourn and blip
can be indicated by variables χ = X + Y and ξ = X − Y ,
both taking values ±1. A given double path in X and Y ,
conventionally starting from the up sojourn, can therefore be
represented as

σ = (χ0 = 1,�t0, ξ1,�t1, χ1,�t2, ξ2,�t3, . . .), (A8)

where �t0,�t2, . . . are the durations of the sojourns and
�t1,�t3, . . . are the durations of the blips. The first so-
journ starts at time t0 and the nth sojourn at time t2n = t0 +∑2n−1

j=0 �t j ; the nth blip starts at time t2n+1 = t0 + ∑2n
j=0 �t j .

The σ̂x terms in Eq. (A1) translate to weights in the
integrations DX and DY in Eq. (A7) which are +i( �

2 ) if the
forward path (X ) jumps, and −i( �

2 ) if the backward path (Y )
jumps. Everything else is included in the total exponent in
Eq. (A7) which one can write as

S (σ ) =
∑

j

(
−i

ε

h̄

)
�t2 j−1 − 1

h̄

[
SC

j (�t2 j−1) + SH
j (�t2 j−1)

] + i

h̄
ξ jχ j−1

[
XC

j, j−1(t2 j−2, t2 j−1, t2 j ) + X H
j, j−1(t2 j−2, t2 j−1, t2 j )

]

+
∑

j

∑
k< j

−1

h̄
ξ jξk

[
�C

jk (t2 j, t2 j+1, t2k, t2k+1) + �H
jk (t2 j, t2 j+1, t2k, t2k+1)

]

+
∑

j

∑
k< j−1

i

h̄
ξ jχk

[
XC

jk (t2 j, t2 j+1, t2k−1, t2k ) + X H
jk (t2 j, t2 j+1, t2k−1, t2k )

]
, (A9)

where all terms are integrals over time of the terms in
the exponent in Eq. (A7). The first line in above hence
represent the terms i

h̄ SS[X ] − i
h̄ SS[Y ] which have only

one time integral, and which are nonzero only for blips,
the terms − 1

h̄ SC
r [X,Y ] − 1

h̄ SH
r [X,Y ], with both terms in the

same blip, and i
h̄ SC

i [X,Y ] + i
h̄ SH

i [X,Y ] with the sojourn im-
mediately before the blip. The second and third line in
Eq. (A9) correspond to times separated by at least one
sojourn.

The noninteracting blip approximation (NIBA) of [21] is
to ignore the second and third line of (A9), and to assume that
XC

j, j−1 and X H
j, j−1 only depend on the associated blip duration

�t2 j−1. The validity of this approximation was discussed in
depth in [21] and in the later literature, see e.g., [7,40–42].
Here we only note that it is essentially an expansion in small
tunneling rates �, as lucidly explained in Refs. [43,44], with
long blip durations suppressed as a result of the interaction
between the system and the baths.

The content of NIBA is thus expressed in the following
two characteristic functions of the baths, which we write for

the cold bath as

XC
j, j−1(�t2 j−1) =

∑
b∈C

C2
b

2mbω
3
b

sin ωb�t2 j−1, (A10)

SC
j (�t2 j−1) =

∑
b∈C

C2
b

2mbω
3
b

coth

(
ωbh̄βC

2

)
(1 − cos ωb�t2 j−1).

(A11)

In the above the sums are over oscillators in the cold bath and
βC is the inverse temperature of the cold bath. The formulas
for the contributions from the hot bath are analogous.

It is customary to also write the above functions as Q1 and
Q2 as these are equivalent in NIBA. If one does not assume
NIBA, Xj, j−1 would, however, be the sum of three terms Q1

with different arguments, where the one above is the shortest
time.
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APPENDIX B: HEAT AND NIBA

The starting point is the generating function of energy
changes in the cold bath

Gif (ν) = TrCH〈 f |eiνHCU
(|i〉〈i| ⊕ ρ

eq
CHe−iνHC

)
U †| f 〉. (B1)

This equation is the same as Eq. (A6) above, except that
exponentials of the Hamiltonian of the cold bath have been

inserted at the initial and final time. It is assumed in Eq (B1)
that e−iνHC commutes with the initial density matrix of the
baths ρ

eq
CH; this issue, related to strong coupling, will be

discussed below.
As for Eq. (A6) we can introduce path integral rep-

resentations of U and U † and integrate out the two
baths. The result must analogously to Eq. (A7) look
like

Gif (ν) =
∫

if
DXDYe

i
h̄ SS[X ]− i

h̄ SS[Y ]+ i
h̄ (SC

i [X,Y ]+SH
i [X,Y ])− 1

h̄ (SC
r [X,Y ]+SH

r [X,Y ])+ i
h̄ Jν [X,Y ]+ i

h̄ J̃ν [X,Y ], (B2)

where the two new functionals Jν and J̃ν , which represent the
distribution of energy changes in the cold bath, are quadratic
in X and Y . The two terms are for later convenience sep-
arated as to and, respectively, depending antisymmetric and
symmetric combinations in the exchange of times. In earlier
contributions the same two functionals and their kernels were
distinguished by superscripts (2) and (3) [22,23,31]. Here we
choose to streamline the formalism, additionally because the
similar functional with superscript (1) does not appear; for a
discussion, see [23].

When ν is equal to zero Gif (ν) is equal to Pif , and the
two functionals Jν and J̃ν must vanish. In this paper we are
concerned with the terms linear in ν which are given by

Jν[X,Y ] ≈ ν

∫ t f

ti

dt
∫ t

ti

ds(XtYs − XsYt )h(t − s), (B3)

J̃ν[X,Y ] ≈ ν

∫ t f

ti

dt
∫ t

ti

ds(XtYs + XsYt )h̃(t − s), (B4)

with two kernels

h(t − s) = ih̄
∑
b∈C

C2
b

2mb
coth

(
β h̄ωb

2

)
sin ωb(t − s), (B5)

h̃(t − s) = h̄
∑
b∈C

C2
b

2mb
cos ωb(t − s). (B6)

These two kernels are the same as h(2) and h(3) in [22], except
for a factor h̄.

It is a nontrivial fact [22] that h and h̃ are proportional to
time derivatives of the Feynman-Vernon kernels

h̃(τ ) = h̄
d

dτ
ki(τ ), ki =

∑
b

C2
b

2mbωb
sin ωbτ, (B7)

h(τ ) = −ih̄
d

dτ
kr (τ ),

kr =
∑

b

C2
b

2mbωb
coth

(
ωh̄β

2

)
cos ωbτ. (B8)

Similar relations between second integrals of these kernels
will be crucial in the following.

We can now represent Gif (ν) in a similar way to Eq. (A9)
with new terms stemming from J and J̃ . We can write these
as

J (σ ) ≈ 1

2
ν

∑
j

∑
k< j

ξ jχkX (1)
jk − ν

1

2

∑
j

∑
k� j

ξ jχkX (1)
jk , (B9)

J̃ (σ ) ≈ −1

2
ν

∑
j

S(1)
j + 1

2
ν

∑
j

S(1′ )
j − 1

2
ν

∑
j

∑
k< j

ξ jξk�
(1)
jk

+ 1

2
ν

∑
j

∑
k< j

χ jχk�
(1′ )
jk . (B10)

In the above X (1)
jk are the first-order terms in ν from the

kernels antisymmetric in the time exchange. In contrast to the
imaginary Feynman-Vernon kernel, both the blip-sojourn and
sojourn-blip terms appear. Furthermore S(1)

j and S(1′ )
j are the

first-order terms in ν from the kernels symmetric in the time
exchange where both times fall in the same time interval. In
contrast to the real Feynman-Vernon kernel, there are such
terms from both blips and sojourns. Finally �

(1)
jk and �

(1′ )
jk are

terms from two intervals of the same kind, either two blips or
two sojourns.

A NIBA-like approximation to Eq. (B9) means to include
only the terms from an adjacent blip and sojourn. These are
on the one hand terms like − 1

2νξ jχ j−1X (1)
j, j−1, and on the

other 1
2νξ jχ jX

(1)
j, j both of which depend on time increments as

discussed for Xj, j−1 above. Only one of these time increments
is for a blip interval (the same blip interval), and we are
therefore led to

X (1)
j, j−1 ≈ X (1)

j, j ≈ K (�t2 j−1)

≡ ih̄
∑
b∈C

C2
b

2mbω
2
b

coth

(
β h̄ωb

2

)
sin ωb�t2 j−1. (B11)

From this we have the NIBA-like approximation

J (σ ) ≈ 1

2
ν

∑
j

ξ j (χ j−1 − χ j )K (�t2 j−1). (B12)

Comparing to Eqs. (B8) and (A11) we see that

K (τ ) = ih̄
d

dτ
SC

j (τ ). (B13)

A NIBA-like approximation to Eq. (B10) is a bit more
involved, for two reasons. First the two terms S(1)

j and S(1′ )
j
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both need to be included, and they are both diverging in
the bath cutoff frequency. This requires a separate discussion
which we give below in Appendix E. Second, the terms on
the second line of Eq. (B10) cannot be neglected entirely.
This is so because the interaction of two neighboring sojourns
( 1

2νχ jχ j−1�
(1′ )
j, j−1) has one term which depends on the inter-

vening blip time, and which hence gives

�
(1′ )
j, j−1 ≈ K̃ (τ ) ≡ −h̄

∑
b∈C

C2
b

2mbω
2
b

cos ωbτ. (B14)

Comparing to Eq. (A10) we see that

K̃ (τ ) = −h̄
d

dτ
XC

j, j−1(τ ). (B15)

APPENDIX C: OHMIC BATHS

Ohmic baths have spectra (density of states) that are con-
tinuous up to some very large upper cutoff � and increase
quadratically with frequency. The number of oscillators with
frequencies in the interval [ω,ω + dω] is f (ω)dω can then be
taken to be

f (ω) = 2
π
ω−3

c ω2 ω < �,

f (ω) = 0 ω > �,
(C1)

where ωc is some characteristic frequency less than �. The
total number of oscillators is then 2

3π
( �
ωc

)3.
An alternative version is to take a smooth cutoff

f (ω) = 2

π
ω−3

c ω2 exp

(
− ω

�

)
. (C2)

In this case the number of bath oscillators is 12
π

( �
ωc

)3.
The system-bath interactions are characterized by two

parameters ηC and ηH such that for an oscillator in the cold
bath

Cb =
√

ω3
c mωηL (C3)

and for an oscillator in the hot bath

Cb =
√

ω3
c mωηR. (C4)

For the spin-coupling problem the dimensions of ηC and ηH

are (mass) × (length)2 × (time)−1, i.e., the action.
The terms Xj, j−1(τ ) and S j (τ ) in Eqs. (A10) and (A11)

were computed in [21] as η tan−1(�τ ), and 1
2η log(1 +

�2τ 2) + η log( h̄β

πτ
sinh πτ

h̄β
). The first is essentially a sign func-

tion. The second starts as η

2 �2τ 2 in the interval τ � �−1, then
grows as η log �τ + η

2�2τ 2 in the interval �−1 � τ � h̄β

and finally behaves as η log �h̄β

2π
+ ηπ

h̄β
|τ | when τ  h̄β. The

derivative ∂βS j (τ ) evaluates to η/β(1 − πτ
h̄β

coth πτ
h̄β

). which
is always negative. S j (τ ) is hence an increasing function of
bath temperature. The second derivative ∂βτ S j (τ ) evaluates
to πη

h̄β2 (− coth πτ
h̄β

+ πτ
h̄β

sinh−2 πτ
h̄β

). which is also always neg-
ative. ∂t S j (τ ) is hence also an increasing function of bath
temperature.

K and K̃ can be computed from Eqs. (B13) and (B15): K̃ is
essentially a delta function on the bath cutoff frequency scale
�−1, while K is basically a delta function on the time scale
h̄β, and for large τ a constant.

APPENDIX D: INTERACTION THROUGH BATH
MOMENTUM

Theorem D1. Let a system described by coordinate X in-
teract with by a bath of harmonic oscillators described by co-
ordinate and momenta (qb, pb) through a combined bath and
interaction Hamiltonian

∑
b

1
2mb

(pb + mbCbX )2 + 1
2 mbωbq2

q.
The coupling coefficients Cb vanish at the beginning and
the end of the process. Then the generating function of the
change of bath energy is the same is if the combined bath
and interaction Hamiltonian would have been

∑
b

1
2mb

p2
b +

1
2 mbω

2
b(qq − Cb

ωb
X )2.

The proof proceeds by adapting the calculation in [24], in
the following steps.

(1) The action corresponding to the Hamiltonian coupled
through momentum is

∫
1
2 mbq̇2

b − mbCbX q̇b − 1
2 mbωbq2

q. By
an integration by parts the term linear in q̇b is changed to
boundary terms + ∫

mb
d
dt (CbX )qb.

(2) The path integral of the bath oscillator with fixed initial
and final positions can then be considered to be that of a
Lagrangian

∫
1
2 mbq̇2

b − 1
2 mbω

2
bq2

b + mb
d
dt (CbX )qb. This path

integral can then be done as in Feynman-Vernon theory giving
integrals of the external drive [here mb

d
dt (CbX )] multiplying

the initial and final positions of the oscillator, and a constant.
(3) The integrals are of the type (u in the notation of

[24], Appendix A) 1
sin ωbt

∫ t
0 sin ωb(t − s)mb

d
ds (CbX )(s)ds. By

a partial integration they can be combined with the boundary
terms to give mbωb

sin ωbt

∫ t
0 cos ωb(t − s)CbXds, multiplying the

initial position of the bath oscillator in the forward path. There
are four terms of this type with two sign changes compared to
[24], Appendix A.

(4) The constant (B in the notation of [24],
Appendix A) is two terms of the type 1

mbωb sin ωbt

∫ t
0

∫ s

sin ωb(t − s) sin ωbs′mb
d
ds (CbX )(s)mb

d
ds′ (CbX )(s′)ds′ds. By

two integrals by parts the sines are turned into cosines
multiplying (CbX )(s)(CbX )(s′), and there is a change of sign.
Additionally there is a boundary term −mb

2

∫
C2

b X 2ds, the
same as appears in the complete square − 1

2 mbω
2
b(qq − Cb

ωb
X )2.

(5) The integration over the initial and final coordinates
of the bath oscillator proceeds as in [24], Appendix A, and
gives in fact the same result, with mbCbωb appearing instead
of Cb. One of the authors (E.A.) points out that there is an
error in Eqs. (25) and (A14) in [24]: the constant appearing in
the kernel J (2) should read (yz′ − y′z)/� [instead of (y′z′ −
yz)/�]. To linear order in the parameter ν these two quantities
are, however, the same, hence there is no difference to the
present paper.

In summary, the only difference to coupling through
coordinate is hence that if the coupling coefficient to
bath momentum is C, then the equivalent coupling co-
efficient to bath coordinate is mωC, as is also required
dimensionally.

APPENDIX E: SINGULAR NIBA HEAT TERMS

In this Appendix we estimate the contributions S(1)
j and

S(1′ )
j to Eq. (B10). Both these terms are second integrals of

the kernel h̃ in Eq. (B6) over one blip or one sojourn interval,
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hence proportional to

Expr(�t ) =
∫ ti+1

ti

ds
∫ s

ti

ds′ ∑
b∈C

C2
b

2mb
cos ωb(s − s′)

=
∑
b∈C

C2
b

2mbω
2
b

(1 − cos ωb�t ). (E1)

For an Ohmic bath with sharp cutoff this expression is 2η

π
(� −

δ�(�t )) where δ�(�t ) a delta-function smoothened at time
scale �−1. The contribution to Gif (ν) from n + 1 sojourns and
n blips is hence

Expr = 2η

π
� − 2η

π
� + 2η

π
� . . .

− 2η

π
δ�(t1 − t0) + 2η

π
δ�(t2 − t1) . . . . (E2)

While the first line sums to a large number it does not scale
with the time, and there will hence not be any contribution to
thermal power from these terms.

The large terms are, in fact, an artifact from assuming that
the baths are in equilibrium at the start and the end of the
process while still interacting strongly with the system. It has
been known for quite some time that this leads to problems
already for the open quantum system state [46–49]. One way
to resolve the problem for heat is to assume that the interaction
coefficients Cb depend on time, and vanish in the beginning
of the process [23]. Assuming as in [23] and in analogy to
Eq. (C3) above that Cb(s) = √

ω3
c mωη(s) we have instead of

the above

Expr =
∑

i

(−1)i

(
1

4
[η̇(ti+1) − η̇(ti )] + 1

4

∫ ti+1

ti

(η̇)2

η
ds

)
.

(E3)

In the above the bath cutoff frequency has been taken to
infinity. Clearly if the function η(s) is constant except at the
boundaries this does not give anything proportional to the
duration of the process.

APPENDIX F: NONSINGULAR NIBA HEAT TERMS:
GENERAL FORMALISM

The main idea is to write the sum Gi(ν) = ∑
f Gif (ν) as a

matrix product (transfer matrix formalism). The formulation
is as follows.

(1) Starting state i is by convention “up.” The starting
vector is therefore χ0 = (1

0) = (↑,↑).
(2) End vector, when we sum over the final state of the

system, is χn = (1
1) = (↑,↑) + (↓,↓).

(3) The phase terms at the jumps are determined by the
translation tables

Sojourn → blip

Sart state χ end state ξ forward/backward factor

↑,↑ +1 ↑,↓ +1 B −i �

2

↑,↑ +1 ↓,↑ −1 F i �

2

↓,↓ −1 ↑,↓ +1 F i �

2

↓,↓ −1 ↓,↑ −1 B −i �

2

and

Blip → sojourn

Start state ξ end state χ forward/backward factor

↑,↓ +1 ↑,↑ +1 B −i �

2

↑,↓ +1 ↓,↓ −1 F i �

2

↓,↑ −1 ↑,↑ +1 F i �

2

↓,↑ −1 ↓,↓ −1 B −i �

2

(4) To every transition sojourn→blip are associated terms
e

i
h̄ χ j−1ξ j (Xj. j−1+ 1

2 νK ). Combine this and the phase factor to a
matrix i�

2 T.
(5) To every blip interval is associated the terms

e− 1
h̄ S j− i

h̄ ε(t2 j−t2 j−1 ). Call this the diagonal matrix �.
(6) To every transition blip → sojourn is associated a term

e− i
h̄ χ jξ jν

1
2 K Combine this and the phase factors to a matrix i�

2 S.
(7) To every transition sojourn → sojourn is additionally

associated as term e
i
h̄ χ jχ j−1ν

1
2 K̃ . This is the same for both signs

of the blip in between.
(8) The transition sojourn → sojourn is then given by a

matrix M formed by S�T and the modifications due to K̃ . By
matrix multiplication one finds

M = e− 1
h̄ S

(
2 cos 1

h̄ (X − εt )e
i
h̄

1
2 νK̃ −2 cos 1

h̄ (X + νK + εt )e− i
h̄

1
2 νK̃

−2 cos 1
h̄ (X + νK − εt )e− i

h̄
1
2 νK̃ 2 cos 1

h̄ (X + εt )e
i
h̄

1
2 νK̃

)
. (F1)

For simplicity the blip interval is written t .
(9) The whole generating function can hence, within

NIBA, be written as

Gi(ν) = (1 1)

(∑
n

(−1)n

(
�

2

)2n

Mn

)(
1
0

)
, (F2)

where all the blip times are implicit in the matrices M on the
right-hand side.

To analyze Eq. (F2) in a stationary setting (the bias ε and
all other parameters are constant in time) one takes a Laplace
transform. Every sojourn interval then yields a factor λ−1, and
the n’th term in Eq. (F2) hence a factor λ−1−n. For the Laplace
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transform of the matrix it is convenient to write

M̃(λ) = 2

(
A(λ) −B(λ, ν)

−C(λ, ν) D(λ)

)
, (F3)

where

A =
∫

dte−λt e− 1
h̄ S cos

1

h̄
(X − εt )e

i
h̄

1
2 νK̃ , (F4)

B =
∫

dte−λt e− 1
h̄ S cos

1

h̄
(X + νK + εt )e− i

h̄
1
2 νK̃ , (F5)

C =
∫

dte−λt e− 1
h̄ S cos

1

h̄
(X + νK − εt )e− i

h̄
1
2 νK̃ , (F6)

D =
∫

dte−λt e− 1
h̄ S cos

1

h̄
(X + εt )e

i
h̄

1
2 νK̃ . (F7)

All S, X , K , and K̃ depend on the blip time t (at least in
principle).

The Laplace transform of the generating function is

Ĝi(ν, λ) =
∫

dte−λt Gi(ν, t )

= λ−1(1 1)

[∑
n

(−1)nλ−n

(
�

2

)2n

M̃n

](
1

0

)
. (F8)

APPENDIX G: GENERATING FUNCTION AT ν = 0

The special case of ν = 0 is an important check be-
cause that should give the quantity computed by Leggett
in [21]: P̃(λ) = ∫

dte−λt 〈σz〉(t ). The relation is 〈σz〉(t ) =
2 · Prob(“up”, t ) − 1 and hence P̃(λ) = G̃if (ν = 0, λ) − λ−1

where i and f are both “up.” The formula found by Leggett is

P̃(λ) = 1 − h̃/λ

λ + g̃
([21], Eq. (7.6)), (G1)

where

g̃ =
∫

dte−λt�2e− 1
h̄ S cos

1

h̄
X cos

εt

h̄
([21], Eq. (7.5a)),

(G2)

h̃ =
∫

dte−λt�2e− 1
h̄ S sin

1

h̄
X sin

εt

h̄
([21], Eq. (7.5b)).

(G3)

We hence consider Eq. (F8) at ν = 0. We have the sim-
plification that C = A and B = D, and the Laplace transform
matrix is hence

M̃(λ) = 2

(
A −D

−A D

)
. (G4)

The eigenvalues of this matrix are 0 and 2(A + D). Positive
powers of this matrix (n � 1) are thus simply

(M̃(λ))n = [2(A + D)]n−1M̃(λ), (G5)

which means that

Gif (ν = 0, λ) = λ−1 − λ−2

(
�

2

)2 2A

1 + λ−1 �2

2 (A + D)

(G6)

We may identify �2

2 (A + D) = g̃ and �2

2 A = 1
2 (g̃ + h̃) and so

Gif (ν = 0, λ) = λ−1 − λ−2 1

2

g̃ + h̃

1 + λ−1g̃
. (G7)

This means that

P̃ = λ−1 − λ−2 g̃ + h̃

1 + λ−1g̃
= λ−1 λ + g̃ − g̃ − h̃

λ + g̃
, (G8)

which is Eq. (G1), as required. The result Gi(ν = 0, t ) = 1
(normalization of the system state) follows from (1 1)M̃ =
0, which means that Gi(ν = 0, λ) = λ−1 (only the n = 0 term
survives).

APPENDIX H: LONG TERM LIMIT OF THE GENERATING
FUNCTION AT ν = 0

On physical grounds it is reasonable to assume that for long
times the generating function is

Gif (ν, t )ν=0 = p +
∑

k

qke−trk , (H1)

where p is the long term limit of the probability to be up, and
qk and rk are some constants. The Laplace transform is then

Ĝif (ν, λ)ν=0 = pλ−1 +
∑

k

qk

λ + rk
, (H2)

from which follows

p = lim
λ→0

λG̃i(ν, λ)ν=0. (H3)

Inserting Eq. (G6) we have

p = D

A + D
, (H4)

where in the integrals defining A and D the Laplace transform
parameter λ is zero.

A physical density matrix of the qubit must lie inside the
Bloch sphere. A necessary condition for D

A+D and A
A+D to be

the diagonal elements of a stationary density matrix in the
long-time limit is hence that they fall between 0 and 1. For
a qubit interacting with one bath at one temperature this was
shown to be always the case in [21], even when the density
matrix computed under these assumption of NIBA is not
correct.

For our case of one qubit interacting with two baths the
situation is more involved, and we state it as the following
theorem.

Theorem H.1. Consider S = SC + SH and X = XC + XH

as an even and an odd function on the whole line. Let F̂ (ω)
be the Fourier transform of e− 1

h̄ S+ i
h̄ X and F̂ ∗(ω) = F̂ (−ω) the

Fourier transform of e− 1
h̄ S− i

h̄ X . Then D
A+D and A

A+D are possible
diagonal elements of a density matrix if |IF̂ ( ε

h̄ )| < |RF̂ ( ε
h̄ )|.

The proof is by simple translation. We may write

A

A + D
= 1

2
+ 1

2

∫
dte− 1

h̄ S sin 1
h̄ X sin 1

h̄εt∫
dte− 1

h̄ S cos 1
h̄ X cos 1

h̄εt
(H5)

and the condition

0 � A

A + D
� 1 (H6)
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is hence the same as∣∣∣∣
∫

dte− 1
h̄ S sin

1

h̄
X sin

1

h̄
εt

∣∣∣∣ �
∣∣∣∣
∫

dte− 1
h̄ S cos

1

h̄
X cos

1

h̄
εt

∣∣∣∣.
(H7)

Multiplying out and identifying terms says that the imaginary
part of the Fourier transform should be smaller in absolute
value than the real part, at the frequency of the level splitting.
Note that the theorem does not give a condition for NIBA
with two baths to be correct, only a condition for it to give
physically admissible populations.

With two caveats one may interpret Eq. (H4) in an almost
classical manner. First we can (trivially) rewrite it as

p =
�2

2 D
�2

2 A + �2

2 D
, (H8)

where (at λ = 0)

�2

2
A =

(
i
�

2

)(
−i

�

2

) ∫
dte− 1

h̄ S (e
i
h̄ (X−εt ) + e

i
h̄ (−X+εt ) ),

(H9)

�2

2
D =

(
i
�

2

)(
−i

�

2

)∫
dte− 1

h̄ S
(
e

i
h̄ (X+εt ) + e

i
h̄ (−X−εt )

)
.

(H10)

The two terms in �2

2 A are the integrals over time t of
the influence functionals of two particular spin histories,
where the state is (↑,↑) before time zero, then at time zero
either the forward or the backward path jumps to down, and
then at time t the other path follows. The two terms (i �

2 ) and
(−i �

2 ) are the jump rate amplitudes [dimension (time)−1] for
the two paths. These combined with the integral over time
t hence gives a quantitity analogous to the probability that
the state transits from (↑,↑) to (↓,↓) per unit time. The two
terms in �2

2 D may similarly be taken to represent the total rate
of the state transiting from (↓,↓) to (↑,↑).

The first of the two caveats is that by the above A and
D may have different signs so that one of A

A+D and D
A+D is

negative, and the other is larger than one. If so, NIBA would
not give a physically admissible state. The second is that even
when A

A+D and D
A+D are both between 0 and 1, both A and D

could be negative. NIBA would in that case give a physically
admissible state, but not one that can be described as from a
classical jump process.

APPENDIX I: DERIVATIVES OF GENERATING
FUNCTION FORMULA AT ν = 0

The expected energy change of the bath is given by the
derivative of the generating function (F8) with respect to iν
taken at ν = 0. At any ν this quantity is

d

d (iν)
Ĝi(ν, λ) = −λ−2

(
�

2

)2

(1 1)

[∑
l

(−1)lλ−l

(
�

2

)2l

M̃l

]
dM̃

d (iν)

[∑
k

(−1)kλ−k

(
�

2

)2k

M̃k

](
1

0

)
. (I1)

At ν = 0 the sums on the left and the right simplify as above. On the left only the zeroth order term (l = 0) survives, while
on the right we have [∑

k

(−1)kλ−k

(
�

2

)2k

M̃k

](
1

0

)
=

(
1

0

)
− λ−1

(
�

2

)2 2A

1 + λ−1 �2

2 (A + D)

(
1

−1

)
. (I2)

The dependence on ν comes either through the function K , or the function K̃ . In the first case only the off-diagonal elements
(B and C) depend on ν, and the total expression is

d

d (iν)
Ĝi(ν, λ)|

ν=0, through K = λ−2

(
�

2

)2

2Ċ − λ−3

(
�

2

)4 2A

1 + λ−1 �2

2 (A + D)
2(Ċ − Ḃ), (I3)

where Ċ = dC
d (iν) |ν=0 through K and Ḃ = dB

d (iν) |ν=0 through K . These derivatives follow from Eqs. (F5) and (F6) and are

Ḃ =
∫

dte−λt e− 1
h̄ S sin

1

h̄
(X + εt )

(
i

h̄
K

)
, (I4)

Ċ =
∫

dte−λt e− 1
h̄ S sin

1

h̄
(X − εt )

(
i

h̄
K

)
. (I5)

Following Eq. (B13) we can rewrite this as

Ḃ =
∫

dte−λt e− 1
h̄ S sin

1

h̄
(X + εt )

(
−dS

dt

)
, (I6)

Ċ =
∫

dte−λt e− 1
h̄ S sin

1

h̄
(X − εt )

(
−dS

dt

)
. (I7)
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In the second case of dependence through K̃ the derivative matrix is

dM
d (iν)

∣∣∣∣
ν=0, through K̃

= e− 1
h̄ S

(
cos 1

h̄ (X − εt ) dX
dt cos 1

h̄ (X + εt ) dX
dt

cos 1
h̄ (X − εt ) dX

dt cos 1
h̄ (X + εt ) dX

dt

)
, (I8)

where we used Eq. (B15). Together with Eq. (I3) we have hence also

d

d (iν)
Ĝi(ν, λ)|

ν=0, through K̃ = −λ−2

(
�

2

)2

2A′ + λ−3

(
�

2

)4 2A

1 + λ−1 �2

2 (A + D)
2(A′ − D′), (I9)

where

A′ =
∫

dte−λt e− 1
h̄ S cos

1

h̄
(X − εt )

(
dX

dt

)
, (I10)

D′ =
∫

dte−λt e− 1
h̄ S cos

1

h̄
(X + εt )

(
dX

dt

)
. (I11)

APPENDIX J: LONG-TIME LIMIT OF THE DERIVATIVE

On physical grounds it is reasonable to assume that the derivative of the generating function with respect to its argument is
for long times

d

d (iν)
Gi(ν, t )ν=0 = � · t + b +

∑
k

cke−tλk , (J1)

where � is the long-time limit of the power (heat per unit time), and b, ck , and λk are some constants. The Laplace transform is
then

d

d (iν)
G̃i(ν, λ)ν=0 = �λ−2 + bλ−1 +

∑
k

ck

λ + λk
(J2)

from which follows

� = lim
λ→0

λ2 d

d (iν)
G̃i(ν, λ)ν=0. (J3)

Inserting the various formulas above we have

� = D

A + D

�2

2

(∫
dte− 1

h̄ S sin
1

h̄
(X − εt )(−∂t SC ) +

∫
dte− 1

h̄ S cos
1

h̄
(X − εt )(∂t XC )

)
+ A

A + D

�2

2

×
(∫

dte− 1
h̄ S sin

1

h̄
(X + εt )(−∂t SC ) +

∫
dte− 1

h̄ S cos
1

h̄
(X + εt )(∂t XC )

)
, (J4)

where in the integrals defining A and D the Laplace transform parameter λ is zero, and where the subscript C indicates that only
the quantities for the cold bath are considered. Clearly we now have an expression for power similar to the dimensional formula
(7). For the case of only one bath we can integrate by parts in (J4) to get

One bath: � = D

A + D

�2

2

(
(ε)

∫
dte− 1

h̄ S cos
1

h̄
(X − εt )

)
+ A

A + D

�2

2

(
(−ε)

∫
dte− 1

h̄ S cos
1

h̄
(X + εt )

)

= D

A + D

�2

2
(εA) + A

A + D

�2

2
(−εD) = 0, (J5)

which is the expected result. In the long term limit the thermal power from one qubit equilibrating with one bath must vanish.
If we were to consider heat to the hot bath, all that would change (J4) is that the time derivatives would be ∂t SH and ∂t XH . By
adding the same argument as in Eq. (J5) shows that the the sum of thermal power to the cold bath and the hot bath cancel.

In the case of two baths and heat to one bath it is on the other hand more convenient to write S = SC + SH and X = XC + XH

and to introduce the kernels [50]

CC
+(t ) = e− 1

h̄ SC+ i
h̄ XC , (J6)

CH
+ (t ) = e− 1

h̄ SH + i
h̄ XH , (J7)

CC
−(t ) = e− 1

h̄ SC− i
h̄ XC , (J8)

CH
− (t ) = e− 1

h̄ SH − i
h̄ XH , (J9)
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in terms of which (J4) can be written

Two baths: � = D

A + D

�2

4

(
−ih̄

∫
dte− iεt

h̄
dCC

+(t )

dt
CH

+ (t ) + ih̄
∫

dte
iεt
h̄

dCC
−(t )

dt
CH

− (t )

)
+ A

A + D

�2

4

×
(

−ih̄
∫

dte
iεt
h̄

dCC
+(t )

dt
CH

+ (t ) + ih̄
∫

dte
−iεt

h̄
dCC

−(t )

dt
CH

− (t )

)
. (J10)

This is the formulation used in Secs. IV and V in the main text.
Physically, thermal power to the cold bath must be positive. Referring to the discussion at the end of Appendix H we may

identify A as 1
2 F̂ ∗( ε

h̄ ) and D as 1
2 F̂ ( ε

h̄ ) and the terms in parentheses in Eq. (J10) as Fourier components of the function H (t ) =
ih̄ dCC

+(t )
dt CH

+ (t ). Thermal power would then be − �2

2R[F̂ ( ε
h̄ )]
R[F̂ ( ε

h̄ )Ĥ∗( ε
h̄ )].
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