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Turbulent convection and large scale circulation in a cube with rough horizontal surfaces
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Large-eddy simulations of thermal convection are presented and discussed for a cube with rough horizontal
surfaces. Two types of roughness are considered: uniformly placed pyramids, and grooves aligned parallel to one
set of sidewalls. The Rayleigh number is 108, the Prandtl number 0.7, and the aspect ratio 1, as in a previous study
[N. Foroozani, J. J. Niemela, V. Armenio, and K. R. Sreenivasan, Phys. Rev. E 95, 033107 (2017)], except that
the meshes here are finer. When the thermal boundary layers are sufficiently large relative to the characteristic
roughness height, i.e., for hydrodynamically smooth conditions, the mean properties of the large scale circulation
(LSC) are qualitatively similar to the case of smooth surfaces. In particular, the LSC is always aligned along one
of the diagonals of the cube. When the boundaries are hydrodynamically rough, the same result holds true only
for the case of pyramidal structures; for grooved surfaces, the LSC is forced to be parallel to the sidewalls on
average, alternating rapidly between the two diagonals of the cube with a mean period of the order 10 turnover
times. Our analysis suggests that the difference from the pyramidal case is due to the breaking of the horizontal
x-z symmetry under conditions of hydrodynamical roughness, and the corresponding directional concentration
of plume emission along the grooves, from which the LSC is generated, providing a strong restoring force.
Furthermore, in this study we observed a small reduction in heat transport for both roughness configurations
which is in good agreement with past studies.

DOI: 10.1103/PhysRevE.99.033116

I. INTRODUCTION

Turbulent Rayleigh-Bénard convection (RBC) in a con-
tainer with aspect ratio � = L/H ∼ O(1) (where L and H
are the characteristic horizontal and vertical length scales, re-
spectively) exhibits a strong large scale circulation (LSC), also
known as the “mean wind,” regardless of the shape of the con-
tainer, with upward and downward flows on opposite plates of
the cell [1–19]. This structure typically undergoes nonperiodic
changes in its lateral orientation; in a cubic confinement it
has eight states open to it (see [1,20,21]): two diagonals times
two directions of flow, plus four transient states aligned with
the sidewalls. Also, flow reversal (cessation of the LSC in
one direction and restarting in the opposite one) has been
observed to occur in different geometrical configurations (for
a comprehensive explanation of flow reversals we refer to
Verma [22]).

Since the flow is long-term unstable in any one of the
states, we define “transient” orientations as those with life-
times of the order of one turnover time (the minimum
timescale for the LSC). For a given value of the Prandtl
number Pr = ν/κ (where ν and κ are the kinematic viscosity
and thermal diffusivity of the fluid, respectively) the LSC
is robust over a range of the Rayleigh number [23] Ra =
αg�T H3/νκ , where g is the gravitational acceleration, α

the thermal expansion coefficient of the fluid, and �T the
temperature difference across the fluid layer of depth H .
For asymptotically large Ra, turbulent velocity fluctuations
presumably become comparable to the mean wind rendering
the LSC ill defined [12]. It is known that the LSC dynamics

alters with the boundary shape, as the observations in upright
cylindrical cells [24,25], horizontal cylindrical cell [26], rect-
angular cells [4] differ. For instance, Zhou et al. [4] found in
their horizontal cylinder of � ∼ O(1), the LSC orient along
the longest diagonals of the cell and it switches periodically
between diagonals which can be explained using the Brown
and Ahlers [27,28] model. This model consists of stochastic
ordinary differential equations in which turbulent fluctuations
drive motion a cell-geometry-dependent potential, which con-
trols the dynamics of the LSC orientation.

Typically, idealized smooth heating and cooling plates have
been used to reduce the number of free parameters but surface
roughness is present in many realistic flows and its effects are
nontrivial; indeed, turbulent flows over rough walls are critical
in engineering and geophysics (e.g., heat exchangers, urban
atmospheric boundary, ocean convection, etc.). Previous theo-
retical [29,30], experimental [31–33], and numerical [34–39]
studies have addressed different aspects of the problem, but
one of their main concerns has usually been the scaling law
of heat transport Nu as a function of Ra for various roughness
heights (k) and shapes. Different roughness shapes have been
studied, e.g., bars [35,40,41], cubes [42–44], spheres [45],
grooves [32,34,46], and pyramids [31,47–49].

More specifically, in their experiments, Du and Tong
[47,50] studied the effect of roughness in RBC in cylindrical
cells filled with water and having aspect ratios � = 0.5 and
1. They used pyramidal roughness elements, distributed over
the top and bottom plates, and observed an enhancement of
plume emission from the tips of the pyramids. Specifically,
the interaction between the horizontal shear flow due to the
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LSC and the ordered rough surface created a secondary flow
in the interstitial regions consisting of an eddy with vorticity
opposing the LSC. This secondary flow, together with the
LSC, facilitated the detachment of the thermal boundary layer
near the tips of the pyramids. Other laboratory experiments of
Shen et al. [31] and Qiu et al. [48] also report the enhancement
of plume emission by 20%–76%, respectively.

Numerical simulations of Stringano et al. [34] employed
the same geometry but with V-shaped grooves instead of
pyramids. Over a total range of Ra from 2 × 106 to 2 × 1011,
they observed an increase of heat transfer for Ra > Rath =
108, where Rath refers to a threshold value of Ra at which
the estimated thermal boundary layer height becomes smaller
than the characteristic roughness height. They demonstrated
that the secondary flow trapped between the grooves would
lift up the boundary layers. Also, in agreement with Du and
Tong [50], the authors showed that the presence of roughness
on the plate surface dramatically changed the plume emission
and, consequently, the heat transfer rate; the latter because
the presence of grooves favors flow separation at the sharp
edges both enhancing the generation of plumes and fixing the
location of their emission.

In two-dimensional (2D) and three-dimensional (3D) di-
rect numerical simulations (DNS) of Wagner and Shishk-
ina [35,41], four box-shaped obstacles were attached to the
heating and the cooling plates. Aside from varying Ra, they
varied the height and width of the obstacles. These authors
also observed secondary rolls to appear occasionally between
the isothermal roughness elements, resulting in heat-transport
enhancement in some cases, although the interstitial fluid
tended to stagnate and impede the heat transfer for suffi-
ciently small distances between the roughness elements. This
was seen as well in recent simulations of Zhang et al. [46]
who found that roughness elements do not always lead to
an increase in Nu. Their simulations were carried out over
a range of Rayleigh numbers up to Ra = 1011 in 2D and
at Ra = 108 in 3D. Among other quantities, these authors
computed the ratio Nu(k)/Nu(0) as a function of the nor-
malized roughness height k/k0

th, where k0
th = 1/[2Nu(0)] is

the estimated thickness of thermal boundary layer (BL) for
a smooth horizontal surface (taking H = 1), and Nu(0) is the
corresponding Nusselt number. This was done for both 2D and
3D cases. They identified two regimes for Nu(k) with either
enhancement or reduction of the heat transfer; specifically,
in the 3D case, Nu, normalized by its smooth surface value,
was shown to decrease by a maximum of 5% for k/k0

th < 2.5.
This decrease was attributed to the presence of low speed
recirculation within the asperities, creating a barrier against
heat transport.

It should be noted that the term “roughness” is usually
used to describe elements that protrude beyond the velocity
and thermal BLs. This is different from the more prescriptive
view [51] that a boundary behaves as rough when the blockage
ratio kv/k of the viscous boundary layer thickness to the
roughness height is of the order of 40. When the Prandtl
number 0.7 � Pr � 5, kth and kv are of the same order of
magnitude and the condition kv/k � 40 does not apply either
in experimental studies or numerical simulations. This is the
reason why some authors prefer to use the words “grooves” or
“obstacles” instead of “rough” [34,41]. In this paper, we use

the term hydrodynamically rough to highlight the similarities
to the other RBC studies.

To the best of our knowledge, there are relatively few
studies that examine the influence of roughness on properties
of the LSC in the confined geometries. This is the focus of this
study. Furthermore, instead of the usual cylindrical containers,
we consider a cubic geometry that places some restrictions on
the directionality of the lateral flow. Among all the possible
roughness configurations, we consider two archetypal types:
(a) a pyramidal shape distributed uniformly on the horizontal
plates, and (b) V-shaped grooves set parallel to one set of
sidewalls so that a specific (and unstable) direction for the
LSC is preferentially set in the cell. As regards the effect of
roughness on Nu, this study complements the recent findings
of Zhang et al. [46] which will be briefly discussed below.

II. NUMERICAL METHODS

The numerical method is essentially the same as Foroozani
et al. [1,19] where more details are described, except for
improved resolution. Here, we repeat some of the salient
features. Large-eddy simulations of the Boussinesq form of
the Navier-Stokes equations for incompressible flow were
performed using a second-order nonstaggered fractional step
method. Variables are filtered through application of a low-
pass filter whose width is proportional to the cell size Δ̄ =
(ΔxΔyΔz )1/3. The filtered governing equations can be written
as follows:

∂u j

∂x j
= 0, (1)

∂ui

∂t
+ ∂u jui

∂x j
= − 1

ρ0

∂ p

∂xi
+ ν

∂2ui

∂x j∂x j
− ρ

ρ0
gδi2 − ∂τi j

∂x j
, (2)

∂ρ

∂t
+ ∂u jρ

∂x j
= k

∂2ρ

∂x j∂x j
− ∂λ j

∂x j
. (3)

Here, the symbol “bar” represents the filtering operation,
ui is the velocity component along the xi direction (hereafter
we also use u, v, and w along x, y, and z directions, respec-
tively). The axis x2 ≡ y is vertical pointing upward, p is the
hydrodynamic pressure, t is time, δi j is the Kronecker symbol,
τi j and λ j are the subgrid-scale (SGS) stress tensor and the
SGS density flux, respectively. We assume that the density is
a linear function of temperature as ρ = ρ0[1 − α(T − T0)],
where ρ0 is the density at the reference temperature T0. Since
we solve the turbulent field down to the wall, no-slip condi-
tions are used at solid surfaces for the velocity; for the ther-
mal field, adiabatic conditions are used at the vertical walls
(∂ρ/∂n = 0, where n is the normal vector on surface) and
isothermal conditions on the horizontal plates. A description
of the method and of the SGS dynamic model is contained in
[52,53]. The algorithm [54] has been extensively validated in
Cartesian (and non-Cartesian) geometric configurations (see
for a review Ref. [55]).

The variables are made nondimensional by choosing
H∗ = H − 2k, tip-to-tip distance, as the length scale, Uf =√

αg�T H∗ as the velocity scale, and �ρ = ρt − ρb the den-
sity difference between the top and bottom plates, as the den-
sity scale. The eddy turnover time can be defined as Teddy =
2H∗/vrms where vrms is time average of the 16 probes at
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FIG. 1. (a) Pyramidal rough surfaces with k1 = 0.025H . A 3D structure of a zoomed area is also shown 0 � x, z � 0.25 and 0 � y �
0.025; (b) 3D plot of grooved surface with height k1. We studied three different heights with k1 = 0.025H, k2 = 0.0125H , and k3 = 0.00625H ;
the geometry of roughness is constant in all cases with 2a = 0.125H [see the sketch in (b)]. Examples of stretched mesh along the y axis are
shown to the right of (b).

midheight (1/16)
∑16

i=1(vi
rms) with vi

rms(x) = [〈v(x)v(x)〉t −
〈v(x)〉t 〈v(x)〉t ]1/2; see [56].

Our large-eddy simulations enable comparisons with pre-
vious results [34,46,49,50]; we set the nominal Rayleigh
number (based on H) to be Ra = 108, Pr = 0.7, and � = 1
in all present simulations. We apply two different roughness
shapes on top and bottom plates: (a) a 64-pyramidal structure
distributed uniformly over the plates with height k1 = 0.025H
without a preferred orientation and (b) an 8-grooved plate
with three different heights k1 = 0.025H, k2 = 0.0125H , and
k3 = 0.00625H aligned with two side walls. Figures 1(a) and
1(b) show the convection cell and also the grid refinement for
the pyramids and groove asperities. Note that the Rayleigh
number using H∗ instead of H is reduced slightly to 0.87 ×
108 for the largest asperity. Although RB convection in cubic
cells at Ra = 108 is presently quite accessible with DNS, we
decided to use large-eddy simulation (LES) because of the
need to run very long-time simulations in order to elucidate
the reorientation phenomena of the mean wind subject to
roughness types having similar geometry but either full or
broken x-z horizontal symmetry. Our simulations were run
for over 700 large-eddy turnover times, and Nusselt numbers
were computed for some 100 of them, always when conditions
were statistically stabilized. It would be clearly very expensive
for DNS to span similarly large calculations because of the
CPU time required for each time iteration and the limitations
in the time step.

As discussed above, the numerical algorithm has been
validated in a number of cases. Moreover, as for the case of
RB convection in cubic cells, validation tests were carried out
in the case of smooth plates at different values of Ra, making
comparisons with reference DNS data. Results of validation
tests are shown in [19] (see Table 1 in that paper) and are not
repeated here. We note that they underscore the ability of the
present LES model to accurately predict the Nusselt number
and flow field features for the grid resolutions used here.

We made considerable effort to generate smooth grids
in rather complex geometries using curvilinear body-fitted
meshes. Indeed, that was one of the challenges of this study.
We used a hyperbolic tangent function to create the needed
stretching [57] [see Eqs. (49)–(51)]. The stretching coefficient
(C) is adjustable in our code. For instance, for the smooth wall

C = 0.0017; for the roughness case k1 it was slightly adjusted
to C = 0.002. There are reasons for this adjustment; the
stability of our numerical method is limited by the Courant-
Friedrichs-Lewy (CFL) condition, where CFL is a function of
grid spacing �x,�y,�z. Therefore, in order to preserve the
accuracy of the numerical method, we avoided highly skewed
or irregular grids whenever possible. We made systematic
tests and found that C = 0.002 is the best stretching factor,
which also followed the accepted criteria for covering the
boundary layers.

For the grooved and pyramidal plates, we have used, re-
spectively, a grid size of 96 × 96 × 96 and 128 × 128 × 128.
In the first case, we have placed eight grooves within the
cell, while in the second case we considered 8 × 8 pyramids;
therefore, the slant angle of asperities with height k1 is ϕ =
21.8◦ and the tip angle is θ = 136.6◦ [see Fig. 1(b)]. In all
cases, the grid points are spaced equally in the horizontal
directions (x, z), whereas they are stretched vertically close to
the horizontal plates to solve appropriately the top and bottom
boundary layers (see [58,59] for the relevant criteria which
are satisfied here). The required number of grid points NBL

for solving the thermal boundary layer is listed in Table I, for
each simulation. �min, y/H is the minimum nondimensional
grid spacing, close to the top and bottom rough plates, and
�max, y/H is the maximum nondimensional grid spacing at
the cell center (see Table I). As in Foroozani et al. [1], to help
enable statistical analysis and extract flow orientations in the
cell, we placed 16 “numerical probes” in the midheight plane
to record velocity time series. Figure 2 shows a schematic
of the probe locations over the horizontal midplane. The
azimuthal angle of each probe is given by φi = iπ/8 (i =
0, . . . , 15), and the distance from the vertical wall is 0.1H for
all probes.

III. RESULTS AND DISCUSSION

In a previous work [1] we observed the orientation dy-
namics of the LSC in a cube with smooth plates. Briefly,
under the same condition Ra = 108, we observed that the LSC
developed in a plane containing one of the diagonals of the
cell and was stable for a period of time (which, on average,
was much longer than the turnover time) before switching to
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TABLE I. Simulation parameters for Ra = 108, Pr = 0.7, � = 1. The results for the smooth plates are from Foroozani et al. Nx, Ny, and
Nz are the number of grid points along x, y, and z directions; �min, y, �max, y are, respectively, the minimum and maximum grid spacing in
the vertical direction y; NBL is the number of grid points for solving the thermal boundary layer; the mean Nusselt number Nu represents the
dimensionless heat transfer calculated over top and bottom horizontal planes near the boundary; and Teddy = 2H∗/vrms is the eddy turnover
time of LSC.

Horizontal plates Nx × Ny × Nz �min, y/H �max, y/H NBL Nu Teddy t/Teddy

Smooth [1] 64 × 96 × 64 k/H 7.4 × 10−4 2.2 × 10−2 6 31.6 7 1200

Grooved 96 × 96 × 96 0.00625 2.145 × 10−3 2.012 × 10−2 6 31.46 4 940
Grooved 96 × 96 × 96 0.0125 2.157 × 10−3 2.005 × 10−2 6 31.11 5 690
Grooved 96 × 96 × 96 0.025 2.145 × 10−3 1.995 × 10−2 5 30.18 6 700
Pyramidal 128 × 128 × 128 0.025 1.968 × 10−3 1.368 × 10−2 5 30.46 6 360

the next adjacent corner, and so forth. These switches were not
periodic in time, and between two stable flow configurations
we observed transition states where the LSC was momentarily
(of the order of one turnover time) parallel to one set of side
walls. These transient flow states were also observed in later
work by Giannakis [21]. In particular, the observation of these
transient states allowed us to conclude that the preferred mode
of orientational switching is a sweeping motion azimuthally
connecting one stable state to its nearest neighboring stable
state; in other words, we never observed switching in the
same diagonal that would require a reversal of the vertical
component of the mean velocity (although we cannot rule
it out as a possibility without having sufficiently long time
records). Flow reversal has been observed in recent DNS of
2D square cavities [60], but the results cannot be trivially
extended to 3D flows, where 3D instabilities may dominate
the dynamics. We note that in a recent archive paper Vasiliev
et al. [61] propose a superposition of two orthogonal two-
dimensional rolls where switching is suggested to result from
the cessation of one of the roll pairs.

In this paper, we quantify our observations for a cubic
container with rough top and bottom plates, through both
time-averaged plots of the flow streamlines and measurements
of the instantaneous velocity at various points in the horizontal
midplane, as shown in Fig. 2. It should be noted that most of

FIG. 2. Schematic of the horizontal midplane showing the az-
imuthal positions for probes, placed at azimuthal angles φi =
(iπ/8), i = 0, . . . , 15. The distance from the vertical walls are 0.1H
for all cases. In the case of grooves, the alignment is along the 0-π
direction.

our focus in this part is for the roughness with (the largest)
height k1, unless otherwise stated.

Figures 3(a) and 3(b) show time series of the normalized
vertical velocity measurements for the case of hydrodynam-
ically rough grooved surfaces (grooves with height k1). Fig-
ure 3(a) shows signals recorded from probes P7 and P15
at the midheight corresponding to one particular diagonal
(see Fig. 2). Similarly, Fig. 3(b) shows seemingly concurrent
flow in an adjacent diagonal, with upflow at position P3 and
downflow at P11. It is obviously not possible to have both
flows occurring simultaneously. This scenario is profoundly
different from that detected in [1], for which a velocity record

FIG. 3. Time series of the vertical velocity and its phase for
different “probe” positions for grooved plate with k1 = 0.025 (see
Fig. 2 also). (a) Probes P7 and P15 at the midheight corresponding
to the same diagonal. (b) Probes P3 and P11 at midheight in the
opposite diagonal. (c) Time series of phase �(t ) of the first Fourier
mode of the vertical velocity used as an approximate measure for the
time evolution of the orientation of the LSC, for Ra = 108, Pr = 0.7,
and � = 1.
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FIG. 4. Time-averaged velocity streamlines and velocity vectors in the cube with (a), (d) grooved plate with height k3 = 0.00625H , (b),
(e) grooved plate with height k1 = 0.025H , and (c), (f) pyramidal roughness with k1 = 0.025H for Ra = 108, Pr = 0.7, and � = 1. The color
coding depicts the magnitude of the vertical velocity normalized by the free fall velocity Uf . Note that the time averaging for (a) and (d) and
(c) and (e) is for a period of time in which there are no major reorientations of the mean wind, for the purpose of reducing the effects of
small turbulent fluctuations. In the case of (b) and (e), on the other hand, long-time averaging gives a representation of the mean orientation of
the LSC which otherwise has large and rapid (compared to the averaging time) fluctuations in direction between adjacent diagonals. It serves
to graphically illustrate the qualitative difference occurring when the mean wind interacts with roughness elements lacking x-z symmetry
for boundaries that are furthermore hydrodynamically rough and, in particular, illustrate the time-averaged orientation of flow relative to the
groove channels.

like that of Fig. 3(a) would be accompanied by an almost zero
velocity record for the opposite diagonal plane over the same
period of time [see also Fig. 4(b)].

In order to understand better the signal and its alignments,
we computed at each time t the azimuthal Fourier transform
of the vertical velocities vi(t ) at a given probe, similar to Cioni
et al. [62]. Thus, we obtain the phase �(t ) and amplitude M(t )
of the dipolar mode. The first Fourier components A1 and B1

are given by

A1(t ) = 1

2

16∑
j=1

vi(t )cosφi, B1(t ) = 1

2

16∑
j=1

vi(t )sinφi, (4)

M(t ) =
√

A2
1 + B2

1, �(t ) = sign(B1)arccos
A1

|δ| . (5)

Plotting the time series of the phase of the first Fourier
mode �(t ) of the vertical velocity for 16 probes [see Fig. 3(c)]
shows that, on the average, the signal oscillates about the an-
gle φ = 180◦ where the change in phase �φ is approximately
confined to the range 225◦ � �φ � 135◦ corresponding to
the adjacent corners of the cell. The resulting spectrum of
the phase fluctuations in Fig. 3(c) is broadband with a weak
peak corresponding to a sweeping period of the LSC between
adjacent corners of roughly 10-LSC turnover times, as can
also be discerned easily by visual inspection of the time series.
A more detailed analysis would benefit from substantially
longer time series. In particular, we do not find any long-
time stable configuration of the LSC in the case of grooved

surfaces under hydrodynamically rough conditions. Clearly,
averaging over very long times will show a flow parallel
to the corresponding set of sidewalls. We also found that
the LSC maintains its strength M(t ) 	= 0 with changes in
azimuthal orientation. The oscillatory behavior noted above
is not present when the estimated thermal boundary layer
thickness is sufficiently large so that k < kth, as we would ex-
pect, nor is it observed under any conditions of the pyramidal
roughness.

The relevant difference between the two roughness types
is that the grooves break the x-z symmetry and provide a
preferred directionality whereas the pyramids do not. As a
consequence, the grooves force the flow initially parallel to
their direction due to the enhanced emission of the plumes
along the sharp edges. As the flow adjusts to a stable diagonal
direction, continued plume initialization pulls the LSC again
parallel to the grooves, and its inertia causes it to overshoot
and occupy the other diagonal. This process repeats itself
indefinitely, yielding a continual oscillation about the mean
direction parallel to the sidewalls.

Previous studies also show that the spatial or temporal
symmetry of the system can be broken by an external field
[63,64], i.e., applying a horizontal magnetic field enables
to make the flow more and more 2D by inhibiting velocity
gradients along the the direction of magnetic field. Gallet et al.
[63] used cubic container filled with mercury Pr(
0.025)
and observed the square symmetry can be broken applying
a horizontal magnetic field, i.e., more complex mixed states
are involved in the reversal process.

033116-5



N. FOROOZANI et al. PHYSICAL REVIEW E 99, 033116 (2019)

Streamlines averaged over times that are long compared to
the turnover time are shown in the following: Fig. 4(a) shows
the pattern for the grooved plates in the hydrodynamically
smooth regime; Fig. 4(b) for the grooved plates in the hydro-
dynamically rough regime (height k1); and Fig. 4(c) for the
pyramidal plates with height k1. The corresponding horizontal
velocity vectors are in Figs. 4(d)–4(f). The color contour
denotes the magnitude of the time-averaged vertical velocity
〈v〉 normalized by Uf . Figures 4(a) and 4(d) depict the flow
structure over grooved plate with height k3, which should be
hydrodynamically smooth. The LSC is in a diagonal plane as
it would be in the case of smooth boundaries; in this case,
the roughness height is smaller than both thermal and viscous
boundary layer thicknesses and therefore the boundary layers
are not exposed to the mean wind. The same behavior is
observed for the roughness height k2.

Figures 4(b) and 4(e) and 4(c) and 4(f), on the other hand,
present the flow structure over rough boundaries with height
k1 for grooves and pyramids, respectively, in which the system
can be considered hydrodynamically rough. Examining the
time-averaged streamlines and velocity vectors in Figs. 4(b)
and 4(e), we see that the flow is instead parallel to the side-
walls, on average, although as we saw above it is rapidly oscil-
lating between the two adjacent diagonals. This is consistent
with taking the average of all phase values in Fig. 3(c) which
gives a value of 180◦ [the red line in Fig. 3(c)] corresponding
to a (time-averaged) flow between positions P1(m) and P9(m)
(see Fig. 2). Time-averaged flow in a diagonal plane, however,
is indeed observed when the pyramidal elements are hydrody-
namically rough (k > kth) [Figs. 4(c) and 4(f)], in contrast to a
smoothed picture of the instantaneous flow over the averaging
period. We might expect this result since there is no breaking
of the x-z symmetry and therefore no preferential forcing in
any direction, in contrast to the grooved cell.

Figure 5 shows the plume emission over the bottom plate
for the grooves with k3 = 0.00625H and k1 = 0.025H height,
respectively. The alignment of the LSC with the grooves may
be due to different reasons. First, the grooves may behave as

FIG. 5. Instantaneous normalized density isosurfaces over the
bottom plate of the grooved surface with (a) height k3 = 0.00625H ,
(b) height k1 = 0.025H for Ra = 108 and Pr = 0.7.

rails for the development of the boundary layer, in particular
when their height is large enough to go out from the viscous
part of the boundary layer; further, the look at the instanta-
neous plume emission for the grooves suggests that when their
height is large enough, they provide an organization of the
plume emission which appears aligned along the grooves and
thus breaking the x-z symmetry.

The changes of flow topology discussed above have some
implications for the overall Nusselt number, which quantifies
the increase in effective thermal conductance compared to that
of a quiescent fluid. We computed the Nu in different vertical
positions as described in Foroozani et al. [1] and found that
the variation of Nu(y) is smaller than 1.5%.

At Ra = 108, we observe a slight decrease of Nu with the
normalized roughness height (see Table I). For grooves with
height k1, we also observed that Nu is slightly smaller than for
the pyramidal case. This may be caused by the lack of fluid
motion in the third direction, and the fact that the hot and cold
plume is more easily accumulated inside the cavity region,
as discussed above. Furthermore, similar to [46], the rough
surfaces have concave geometry in all simulations, which
would result in the reduction of Nu for the hydrodynamically
smooth plates.

In connection with [46], Nu was observed to decrease when
k/k0

th < 2.5 with a maximum reduction of 6.3% for the 3D
simulation at the same Ra = 108. In our 3D simulation, the
height of roughness 0.3 � k/k0

th � 1.5 resulted in a maximum
reduction of Nu to be 3.6% for the pyramidal roughness with
k1 = 0.025H , and 4.5% for the grooved roughness with k3 =
0.00625H , in good agreement with [46].

As already argued in [46], the reduction of the Nu has to
be attributed to the fact that, under certain conditions, trapped
hot fluid between the obstacles cannot be well mixed; i.e.,
the flow in the bulk cannot penetrate into the cavity regions,
correspondingly impeding the global heat transport through
the system. This is not the case for the grooved roughness
in the hydrodynamically rough regime. In fact, there is a
substantial difference between the flow studied in Zhang
et al. [46] and our geometrical configuration. Zhang et al.
[46] studied mostly idealized 2D flows, with the mean wind
orthogonal to the rough elements. The conditions studied in
that paper are mostly met in forced convection where the
wind direction is driven by an external cause and is inde-
pendent of the orientation of the roughness elements. In our
3D simulations, the mean wind interacts with the roughness
elements resulting in the variation of the wind direction. As
a consequence, the depression of Nu is less accentuated than
in the idealized simulations of [46], due to the alignment of
the mean wind with the grooves and the development of a
three-dimensional boundary layer. In the literature it is well
established that a 3D boundary layer develops in the presence
of longitudinal grooves, and that it is characterized by regions
of secondary recirculation in the cross-stream plane (see [65]
and literature cited therein). As discussed by Speziale [66] a
sufficient condition for a secondary recirculation to develop
is the imbalance of the normal Reynolds stresses in the
cross-sectional plane. The term ∂2(τ22 − τ33)/∂x2∂x3, with
τii, which is the normal Reynolds stress in the i direction,
produces mean vorticity in the x1 direction of the flow. In
the present convective case, an additional term contributes to
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FIG. 6. Velocity vector on a vertical section over grooves with
height k1. Color contour denotes time-averaged streamwise velocity
normalized by the free fall velocity 〈w〉/Uf at Ra = 108, Pr = 0.7,
and � = 1.

the generation of the secondary motion, namely, g/ρ0∂ρ/∂x3.
This can be proven easily from the transport equation of the
mean vorticity along the groove direction. This mean flow
structure is depicted in Fig. 6; specifically, it is along the
canyon within the groove [see also Fig. 4(e)] and a couple
of symmetric secondary low-speed recirculation regions de-
velop in the cross-sectional plane. Under the conditions just
described, a dramatic reduction of the Nusselt number is not
expected, as the near-wall flow structure is very different from
that described in [46].

IV. CONCLUSIONS

In summary, we have studied convection in a cubical cell of
� = 1 for four cases: two cases are relative to the horizontal
surface roughness at the top and bottom of the cell having
x-z symmetry, and two cases when it does not. We found that
the large scale circulation orients itself along the diagonal
for both roughness types when the boundaries are hydrody-

namically smooth. This is expected and corresponds to the
observations made previously in the same cell with ideally
smooth boundaries [1]. This applies also when the boundaries
are hydrodynamically rough but the roughness does not have
a preferential direction; conversely, for grooved roughness,
the breaking of the x-z symmetry and the subsequent direc-
tional forcing of the mean wind results in a time-averaged
orientation of the LSC parallel to a set of sidewalls, although
with rapid fluctuations of its orientation between the two
adjacent corners. In this case, any long-time averaging does
not represent a smooth version of the instantaneous flow but
rather the time-averaged orientation of the mean flow which
otherwise fluctuates rapidly in time (compared to the averag-
ing time), and with relatively large amplitude. As shown in
Fig. 4(b), the average orientation of the LSC being parallel to
the groove channels leads to the inference that the stagnation
regions in the hydrodynamically rough regime can be reduced
substantially. Although only two kinds of organized rough
structures have been investigated here, this study sheds light
on the importance of roughness symmetry on the mean flow
and complements the observations of heat transfer by Zhang
et al. [46], which remains valid for cavities for which the mean
wind is forced to stay parallel to side walls. In agreement
with past studies, we observed a modest reduction in the heat
transport for both roughness configurations.
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