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Lattice Boltzmann simulation of free surface flow impact on a structure
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Liquid impact on a rigid wall is a common feature in the context of marine structures, as most of them are
exposed continuously to breaking waves. In the present paper, a comparison and analysis of the impact load
estimates obtained from free surface lattice Boltzmann (LB) simulation with the experimental measurements
from available literature have been reported. Initially, two-dimensional simulation of the dam break impact on the
wall is performed with two different LB models: BGK-F1: a Bhatnagar-Gross-Krook (BGK) collision operator
with the force scheme of Buick and Greated [Phys. Rev. E 61, 5307 (2000)], and MRT-F2: a multiple relaxation
time (MRT) operator with the force scheme of Guo et al. [Phys. Rev. E 65, 046308 (2002)]. The pressure
estimates obtained from BGK-F1 over MRT-F2 are closer to the measurements, though the other key parameters,
such as the waterfront evolution and the free surface profile, have not shown significant variations. Furthermore,
the three-dimensional dam break simulation has been performed using BGK-F1 for three test cases: (i) impact
on a wall, (ii) impact on a rectangular obstacle, and (iii) impact on a tall tower. In all the test cases, the load
estimates are in agreement with the experimental measurements.

DOI: 10.1103/PhysRevE.99.023308

I. INTRODUCTION

The flow due to the sudden release of a water column,
commonly known as a dam break, is a very violent scenario.
It is of practical importance to understand the behavior of
pressure fluctuations and their impact on a wall, especially in
the context of coastal, marine, and hydraulic structures. The
flow that occurs after the collapse of a dam is driven mainly
by gravity, and it can be categorized into the class of liquid im-
pact problems in which the relative motion between the plane
of impact and the liquid mass has a constant acceleration [1].
Several experimental [2–5], theoretical [6,7], and numerical
[8,9] studies have attempted to understand flow dynamics on
the fluid structure interaction problem.

In general, the flow field can be modeled in three dif-
ferent ways: (i) the shallow-water or depth-integrated model
(Boussinesq equation), (ii) the potential flow model (Laplace
equation), and (iii) the nonhydrostatic model [Navier-Stokes
(NS) equation]. These model equations can be solved through
traditional mesh-based schemes such as finite-difference, el-
ement, or volume methods, or particle methods such as
smoothed particle hydrodynamics (SPH). The occurrence of
flow separation due to high vertical velocities limits the appli-
cation of the shallow-water model for violent scenarios such
as a dam break or a wave overtopping, and in the same vein the
potential flow model fails due to the assumption of flow being
irrotational. The solution to the pressure-Poisson equation at
each simulation time step is the major bottleneck involved
in direct NS solvers [10]. Another challenging aspect is the
requirement of an accurate representation of the free surface
for complex problems, wherein processes such as splashing,
mixing, and entrapment of one fluid with another tend to
occur. Earlier, front-tracking [11], volume of fluid (VOF) [12],
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and level set (LS) [13] schemes were utilized to capture or
track the interface. Due to their Eulerian nature, VOF and
LS schemes have been widely used, but they have their own
advantages and disadvantages. The VOF method proves to be
mass-conservative throughout the computational domain, but
the calculation of the surface normal is not so trivial. On the
other hand, LS schemes provide a better approximation for the
surface normal, but they lack a mass-conservation property.
The improvements made in both schemes to overcome their
respective drawbacks results in a loss of simplicity.

A simple and accurate representation of free surface flow
modeling has been achieved with the development of the
lattice Boltzmann method (LBM) as an alternative to tradi-
tional NS-based fluid flow solvers. The LBM belongs to the
class of grid-based particle methods [10] wherein mesh is not
required and instead uniform grids are adopted. The task of
obtaining a solution to the pressure-Poisson equation is not
required, and thus the major time-consuming task has been
alleviated. Furthermore, the explicit nature of the LBM is
found to be more suitable for modern computers in terms of
parallelization [10].

The VOF-based free surface LB model has been applied to
various problems, such as metal foaming [14], dam break [15],
particle suspension flows [16], and droplet motion [17]. In
addition to VOF-based models, the kinematic boundary con-
dition (KBC) -based free surface LB model has been proposed
for water waves [18]. LB-KBC is not applicable for complex
scenarios such as breaking or merging due to the fact that
the interface parameter (the height function) is a single-valued
function. Earlier free surface LB simulations [15,19] of dam
break flow proved to be attractive and satisfactory, especially
in the context of free surface representation, but the analyses
of hydrodynamic parameters such as pressure have not been
discussed in detail. In this context, the present study focuses
on a detailed comparison and analysis of hydrodynamic es-
timates, such as pressure and total force, from the developed
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LB model with three different experimental scenarios from
the literature. These experiments [5,20,21] were carried out
to understand the nature of impact in the context of water
waves. Since the extension from two-dimensional (2D) to
three-dimensional (3D) modeling is relatively easier in the
LBM, 3D simulation has been carried out in the present
study and the results are compared with the experimental
measurements.

In what follows, the free surface LB model along with the
boundary conditions are described in Sec. II. The simulation
setup and the results are discussed in Sec. III, and Sec. IV
summarizes with salient conclusions.

II. LATTICE BOLTZMANN MODEL FOR FREE
SURFACE FLOWS

The continuity and incompressible Navier-Stokes equa-
tions govern the flow field. The LB model for the flow field
is given by

fi(x + ei�t, t + �t ) − fi(x, t ) = �i j
(

f eq
j − f j

) + Si, (1)

where f eq
i = ωiρ(1 + ei·u

c2
s

+ (ei·u)2

2c4
s

− u·u
2c2

s
) is the equilibrium

distribution function for the ith direction, with ωi the lattice
weights, ei the lattice velocity, cs the sound speed (c2

s = 1
3 ),

and Si the source term, including external forces, F. The term
�i j represents the element in a collision matrix and for the
Bhatnagar-Gross-Krook (BGK) operator �i j = 1

τ
, where τ

is the relaxation time. The multiple relaxation time (MRT)
collision operator is given by � = M−1SM, where S is the
diagonal relaxation matrix and M is the moment matrix,
which transforms the distribution function fi from population
to moment space and whose inverse M−1 transforms the dis-
tribution function back to population space. The macroscopic
flow variables such as density (ρ) and momentum (ρu) can be
obtained by taking the moments of the distribution function
[15,22,23].

Water is taken as a working fluid in the present study.
Even though water is assumed to be an inviscid fluid for all
practical purposes, the value of viscosity cannot be set to zero
in the LBM. The lower viscosity results in higher Reynolds
numbers, hence it is crucial to obtain an appropriate relaxation
time within the stability limits (0.5, 2.0). Since the LBM is
a quasi-incompressible flow solver, the condition �t ∼ �x2

must be satisfied to avoid compressibility effects, and this

results in an increase in the grid size [24]. In addition to
this increase, the requirement of a uniform grid size for each
direction results in a large mesh-size while one attempts to
map an actual physical space. For example, if the length of
the water tank is about a few meters and the representation of
a vertical water column or surface wave of amplitude is a few
centimeters, a grid size of �x � 1 cm would be required to
capture the interface, and thus the number of grid points along
the horizontal axis would increase.

The choice of collision operators plays a major role in
improving stability for large Reynolds numbers. Furthermore,
to reduce the grid size and to improve the stability of the LB
simulation simultaneously, three different approaches exist in
the literature: (i) the large-eddy simulation (LES) [25], (ii) the
viscous counteract force (VSC) approach [26], and (iii) the
fractional step (FS) approach [27]. In VSC-LB and FS-LB,
instead of the actual viscosity, an artificial viscosity has been
introduced to solve for the flow field. With regard to the
correction of the flow field for actual viscosity, in the case
of FS-LB a fractional step solver for the first-order advection
equation has been used, whereas VSC-LB treats part of the
stress tensor as an external force. On the other hand, LES-LB
corrects the relaxation time by computing the eddy viscosity.
The LES-LB model have been successfully demonstrated in
various turbulent flow scenarios, such as square jet flow [28],
channel flow [25], and free surface flow [15]. Hence, to
deal with large Reynolds numbers of O(106) involved in the
present case, the LES turbulence model has been incorporated
(see Appendix A for details).

In the present study, gravity is the sole body force acting on
the fluid particles, and other forces such as surface tension are
neglected. Earlier studies on dam break flow [15,19] adopted
a simple approach for gravity, Si = 3ωiρei · Fb [22]. Later, an
accurate scheme was proposed for unsteady flow that accounts
for the contribution of body force on momentum and the
influence of momentum and density on the spatial-temporal
variation of the force [23]. In the model of Guo et al. [23], the
representations of the source term Si and the force term Fi are
given by

Si =
[

M−1

(
I − 1

2
S
)

M
]

Fi,

Fi = ωi

[
ei − u

c2
s

+ ei · u
c4

s

ei

]
· Fb. (2)
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FIG. 1. (a) Initial dam break setup [5] and (b) the locations of pressure probes placed at the left wall. (a) Side view; (b) pressure probes at
the left wall.
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FIG. 2. Two-dimensional free surface evolution of BGK-F1 (first row) and MRT-F2 (second row) with experiments: (a) Ref. [5], (b)
�x = 0.005 m, (c) �x = 0.0025 m, and (d) �x = 0.00125 m.

This treatment of body force assumes that it changes in both
space and time, however in the present case uniform force
density is applied throughout. Although both models have
the same order [O(2)] of discretization in space-time, the
order of velocity discretization is different [O(1) in [22] and
O(2) in [23]]. Thus, two schemes have been implemented:
(i) BGK-F1: the BGK collision operator with the force scheme
from [22], and (ii) MRT-F2: the MRT operator with the force
scheme from [23]. From a computational perspective, the
operator BGK is simpler than MRT and the force scheme of
[22] is simpler than that of [23]. An analysis of both schemes
has been performed for a two-dimensional study, and BGK-F1
is used for a three-dimensional simulation.

The VOF-based mesoscopic advection method [19] is used
to identify the motion of the free surface (see Appendix B
for details). At the free surface, missing gas nodes are re-
constructed using the model of Korner et al. [14] to balance
the fluid pressure between air and water (see Appendix C for
details). The second-order halfway bounce back scheme [29]
has been implemented for the side walls and the obstacles.

The presence of a gate to retain the water column at the initial
stage of the experiment has been discarded, as its effect on the
water column is negligible provided the rising speed of the
gate is considerably high [5].

III. NUMERICAL RESULTS

Water is the working fluid for all the test cases carried out
in this study. The density of water is taken as ρ = 103 kg m−3

and kinematic viscosity as ν = 8.9 × 10−7m2 s−1. The gravi-
tational constant g takes a value of 9.81ms−2.

A. Dam break impact on a vertical plane wall

A simulation of dam break flow over a dry bed was
carried out in accordance with the experimental setup of
[5] so as to understand the dynamic pressures imparted on
the wall. Five pressure sensors were placed at the locations
0.003, 0.015, 0.03, and 0.08 m on the left wall (Fig. 1). The
simulation was performed with two initial filling heights of
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FIG. 3. Comparison of 3D free surface evolution (BGK-F1) with experiment [5]: (a) H = 0.3 m and (b) H = 0.6 m.

0.3 and 0.6 m with the corresponding Reynolds numbers
(Re = 2A

√
gH

ν
, where A is the distance between the left wall

and the gate, which retains the water column) being 3.8 × 106

and 5.5 × 106, respectively. A two-dimensional simulation
was carried out for the filling height of 0.3 m using BGK-F1
and MRT-F2 schemes. Three grids—coarse, medium, and
fine—of size �x = 0.005, 0.0025, and 0.00125 m, respec-
tively, are used to study the effects of grid size in order to
establish the grid convergence for each scheme. The corre-
sponding time steps �t for coarse, medium, and fine grids are
7.29 × 10−5, 1.46 × 10−6, and 3.64 × 10−5 s, respectively.
The 3D simulation with the BGK-F1 scheme was carried
out using coarse and medium grid sizes. The simulation for
H = 0.6 m was performed with a medium grid for BGK-
F1 and MRT-F2 in 2D and BGK-F1 for the 3D case with
�t = 5.15 × 10−5 s. The length (x) and time (t) scales are
normalized by H and

√
g/H , respectively (x∗ = x/H and

t∗ = t
√

g/H ).
The free surface profile of the 2D simulation using three

grid sizes for the BGK-F1 and MRT-F2 schemes at different
time steps is shown in Fig. 2. No significant variation has
been observed until the flow comes in contact with the wall,

but the shape of the wave tip shows minor variation. In
the experiments, the rise of the water column on the left
wall has reached the roof, but among the three grids only
the finer grid simulation of MRT-F2 reaches the top with
the emergence of multiple drops (see t∗ = 3.27 and 4.93
in Fig. 2). After impingement, the fall back of the water
column shows a significant variation in the surface profile
(see t∗ = 5.85 in Fig. 2), especially the shape of plunging.
This overturning wave profile shows a large variation in terms
of local curvature, and there exists no common pattern that
depends on the grid sizes. For example, at t∗ = 5.85, coarse
resolution overturning the profile from BGK-F1 is in the form
of a big blob, whereas for medium and fine grids, a smooth
overturning exists.

The 3D free surface profile for H = 0.3 m shows the three-
dimensional features involved in the flow [Fig. 3(a)]. The 3D
effects are more apparent after t∗ > 3.97 when the waterfront
hits the wall and the subsequent collapse [Fig. 3(a)]. The
profile for fill-level H = 0.6 m describes two major event: the
impact at the roof and the subsequent splash-up mechanism
[Fig. 3(b)]. The major difference in the splash-up is that the
observed splash in the experiment [5] was so strong that it
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FIG. 4. Time evolution of water front compared with experimen-
tal measurements [5] (a) H = 0.3 m (results of other grid sizes can
be found in the supplemental material [32]) and (b) H = 0.6 m.

reached the right wall, whereas the simulation splash did not
reach beyond the middle of the tank. This shows that the
reflected momentum was not sufficient in the simulation.

The time evolution of the wavefront for 2D simulation
is shown in Fig. 4. The convergence of wavefront evolution
for each scheme has been verified through computation of

the relative error using the L2 norm, ‖E‖2 =
√∑

t (x∗
G1−x∗

G2 )2∑
t (x∗2

G1 )
,

where x∗
G1 and x∗

G2 denote the numerical results obtained using
grids 1 and 2, respectively. The relative norms for coarse and
medium grids of BGK-F1 are 8.5% and 5%, respectively, with
reference to the fine grid, and for MRT-F2 they are 6.9%
(coarse) and 3.2% (medium). Thus, the decrease in the L2

norm with an increase in grid size indicates the convergence of
the LB models. The evolution of the wavefront for H = 0.6 m
is not so fast until t∗ < 1, but it eventually coincides closely
with the experiments [5]. This is partly attributed to the gate
removal mechanism. On the other hand, in 3D simulation after
t∗ > 1, the increase in velocity results in a faster movement,
i.e., the time taken for the waterfront to impact on the wall
after its release is less. The comparison of wavefront evolution
obtained from other experimental results [2,5,30] is plotted in
Fig. 5(c), ensuring that the results are in agreement.

The average wavefront celerity (nondimensionalized by√
gH ) is computed for time t∗ > 1 until the waterfront hits

the wall. The corresponding estimates are given in Table I.
The theoretical nondimensional celerity is 2 (since v =
2
√

gH ) [5,31], and none of the results has reached this value,

including the experimental measurements [5]. Though the
obtained celerity has been consistent with the measurements
[5], BGK-F1 shows an increasing trend with an increase in
grid size; however, this trend is not observed in MRT-F2.

Pressure is the key hydrodynamic parameter for the impact
flows, both peak pressure as well as the duration of the impact
event, which plays a major role in the structural safety. Out
of five pressure sensors, four (P1 − P4) are placed in line,
and P5 is placed parallel to P2 to identify the 3D effects
[Fig. 1(b)]. Figure 6 shows the results of the comparison of
pressure time histories obtained from 2D simulation and the
measurements [5]. The first sensor P1, which is the first to
receive the full impact, is the point of interest, where the
prediction of the peaks from BGK-F1 is in agreement with
the measurements [5], whereas the MRT-F2 predicts almost
twice the measured peak value. A similar trend is observed for
sensor P2 with a major difference observed during the impact.
The experimental measurements [5] show a longer duration of
impact than the simulation. The 3D effects are observed from
the time histories of P5 while comparing to P2, in particular
at t∗ = 2.8 [Fig. 7(a)]. The pressures falls to zero describing
the air phase; however, the same is not observed in P2,
where the continuous profile of water rise exists. The pressure
time histories of three-dimensional simulation for H = 0.6 m
are more consistent with measurements, and there are no
secondary peaks as observed in 2D simulation [Fig. 7(b)]. For
H = 0.6 m, 3D simulation yields higher estimates than 2D.
But on the other hand, the pressure peaks from 2D and 3D
simulations of H = 0.3 m exhibit little variation except for
the nondimensional time lag of around 0.1.

B. Three-dimensional dam break impact on a container

A model experiment on the dam break impact on a con-
tainer was conducted by Maritime Research Institute Nether-
lands (MARIN) to study the green water effects on the deck
of a ship [20]. A tank of dimensions 3.22 m × 1.0 m × 1.0 m
was used, with water filled to a depth of 0.55 m on the right
side of the tank. The rectangular obstacle placed in front of
the water column represents a container placed on the top of
a ship’s deck (Fig. 8). A grid spacing of �x = 6.65 × 10−3

m with a time step size of �t = 10−4 s was chosen, and the
simulation was carried out for a duration of 3 s, during which
the flow reached back to the right side of the tank.
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FIG. 5. Time evolution of water front (BGK-F1) compared with experimental measurements [5] (a) H = 0.3 m (results of other grid sizes
can be found in the supplemental material [32]), (b) H = 0.6 m, and (c) evolution profile from other experiments [2,5,30] along with both fill
levels used in the present study.
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TABLE I. Wavefront celerity.

H (m) �x (m) MRT-F2 (2D) BGK-F1 (2D) BGK-F1 (3D) Experiment [5]

0.005 1.74 1.55 1.57
0.3 0.0025 1.53 1.58 1.59 1.56

0.00125 1.57 1.60

0.6 0.0025 1.36 1.45 1.46 1.34

The free surface evolution shows that the simulation cap-
tured two basic flow features during the impact: (i) the im-
mediate generation of splash-up, and (ii) the rise of a vertical
jet over the container (Fig. 9). Both observations are similar
to that of an experiment [20]. The subsequent mechanism
of rising vertical jets over the wall and the secondary flow,
which impacts the container’s backface, are also in agreement.
The height of the vertical jet reaches only about half of the
tank’s height, but in another simulation [9] the jet reached
the roof of the tank. The water level measurements are taken
at two locations: one in the middle of the water column
(H2) and the other in front of the container (H4) [Fig. 8(a)].
During the secondary flow, probe H2 shows a different fea-
ture compared to that of the measurements [20], wherein a

comparable increase in the water level was observed at t =
1.4 s (Fig. 10). The rate of decrease in the water level shows a
good agreement with the measurements [20], but the gap after
t > 2.5 s was because of the delayed capturing of secondary
flow.

A comparison of pressure time histories reveals that LB
prediction is on par with the measurements except near the
aerated region. This fact can be seen from the time series of
probes P1 and P3 located in front of the container, where LB
results are matched with the measurements [20] until 1.5 s,
and at a later duration the oscillatory behavior of pressure has
been observed, which is due to the presence of aerated water
(Fig. 11). The probes P5 and P7 on the top of the wall reveal
an oscillatory pattern of pressure right from the first point of
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FIG. 6. Comparison of pressure time histories for 2D simulation H = 0.3 m (left) (results of other grid sizes can be found in the
supplemental material [32]) and H = 0.6 m (right).
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FIG. 7. Comparison of pressure time histories for 3D simulation along with 2D BGK-F1 time histories H = 0.3 m (left) (results of other
grid sizes can be found in the supplemental material [32]) and H = 0.6 m (right).

impact, and in addition the pressure peaks are underestimated.
In comparison to the NS-VOF solution of [20] (see Fig. 20
in Ref. [20]), the intermediate pressure spikes attributed to
the discontinuities in the cell conversion have not been found
in the present LBM, yet the overall trend matches with the
measurements [20].

C. Three-dimensional dam break impact on a tall structure

In contrast with the previous two test cases, the presence
of a wet-bed and a tall tower relative to the height of the
water column make the case of impact on a tall structure

more relevant in the context of coastal and ocean engineering,
because when the water column is released, the waterfront
pushes the water-bed, which results in a wakelike flow. The
experimental setup consists of a water tank of dimensions
1.6 m × 0.61 m × 0.75 m with a water-bed of depth 0.01 m,
and a tall tower of dimensions 0.12 m × 0.12 m × 0.75 m
that was placed at a distance of 0.5 m from the water column
(Fig. 12). The height of the computational domain is reduced
to 0.65 m to avoid an increase in computational cost [33]. The
values of �x and �t are chosen as 0.004 m and 8.16 × 10−5 s,
respectively. The simulation is carried out for a duration of 3 s.
The available experimental measurements for this test case are
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FIG. 8. Initial dam break setup [20]: (a) side view, (b) top view, and (c) obstacle.
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FIG. 9. Free surface evolution of dam-break flow impact on the container.

as follows: time histories of horizontal velocity obtained at
the location (0.754, 0.31, 0.026) and the net horizontal force
imparted on the structure.

The evolution of a free surface at various time steps is
given in Fig. 13, and two time instants are of interest: (i) t =
0−0.6 s, the initial impact and the occurrence of maximum
force, and (ii) t = 0.87−1.75 s, the reflected wave from the
wall, which hits the rear side of the tower, resulting in negative
force. The wave form can be visible at a time t = 0.25 s,
and upon hitting the tower the maximum level that the water
reaches is less than half of the tank’s height. The emergence
of multiple droplets can be observed, and one such group
travels to the top of the tank. The total duration was found
to be 0.57 s from the time the droplets break until they merge
with the bottom (see time steps t = 0.36−1.0 s in Fig. 13).
Since experimental videos and photographs are not available,
it is difficult to quantify how many such droplets (volume of
water) had emerged, and their duration before their merging.
It should be noted that there was no occurrence of drops when
the reflected wave impinged the tower.
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H4

LBM

Kleefsman et al. [20]

FIG. 10. Evolution of water level at probes H2 and H4 for dam
break impact on a container.

A comparison of time histories reveals that the waterfront
reaches the tower much faster in the simulation than in the
experiment [21]. This might be due to two reasons: first, there
is no gate opening mechanism involved in the simulation,
and second, the presence of a wet-bed that receives constant
body force would gain significant momentum, yielding the
positive force (Fig. 14). Though the peak velocity from the
simulation is higher than the experiment, the overall trend is in
agreement with the measurements. The velocity values during
t = 2.529−2.856 s are negligible because of the occurrence
of air-entrapment due to the plunging wave [Fig. 14(a)]. This
duration of 0.327 s cannot be inferred from the experimental
values [21], yet the numerical investigations conducted earlier
[33] show that the breaking was indeed plunging. This further
justifies the relevance of the present case in ocean engineering
problems.

Two peak forces are observed during the primary wave im-
pact at t = 0.27 and 0.39 s [Fig. 14(b)]. The first occurrence
is attributed to the impact of the wave tip so formed after the
initial entrapment of air and second peak at the aftermath of
the complete collapse of the entrapped air. The calculation of
force impulse reveals the deviations and errors that arise at
the initial stages of the force calculation, and they prove to be
much more sensitive than the actual force. Figure 14(c) shows
a comparison of force impulse and the observed deviation
at around 0.5 s, which is attributed to the second peak of
the primary flow. The secondary flow, which is still active,
continues to impart a negative force on the tower. The sharp
decay shows that the flow approaches equilibrium until the
water becomes calm.

IV. SUMMARY AND CONCLUSIONS

In this study, the load estimates due to dam break impact
flows have been studied using the free surface lattice Boltz-
mann method. A two-dimensional simulation using BGK and
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FIG. 11. Comparison of pressure time histories for dam break impact on a container.

MRT schemes with the respective force schemes of [22]
(BGK-F1) and [23] (MRT-F2) was performed. BGK-F1 is
found to perform better in the context of pressure evaluation,
even though the free surface evolution, waterfront celerity, and
its evolution do not show any significant variations between
them. Thus, if the body force is uniform, then BGK-F1 results
in a good estimate of pressure for the free surface problems.
The existence of an air phase on one side of the wall and the
water on the other illustrates the 3D characteristics, and it has
been observed from the pressure history of a simulation of
dam break impact on the wall. The major drawback noticed
from the free surface evolution is that in all three cases after
impingement on the wall, the momentum was not significant
to cope with the experiments.

Overall, the simulation results are in good agreement with
the measurements, thus enhancing further interest in the im-
provements required for the LBM. Since the LBM belongs
to the mesoscale modeling approach, in the present study the
prediction of a macroscale property such as pressure proves
that the free surface LBM indeed requires further extensions
in order to prove itself as a strong contender for CFD appli-
cations, especially (i) improved wall boundary conditions in
the aerated water regions, and (ii) rectangular and nonuniform
grids to handle the complex interface geometry.

APPENDIX A: LES TURBULENCE MODEL

In the LES models, the eddy viscosity νeddy has been
added to the molecular viscosity ν to take care of additional

fluctuations related to the viscous layer. In the present context,
the relaxation time τ in the collision operator �, which is
directly related to ν, is decomposed into two relaxation times,
τν and τeddy. Thus, τ = τν + τeddy with τν = 3ν + 0.5 and
τeddy = 3νeddy, where τν is related to the actual viscosity
of the fluid and τeddy to the turbulent eddy viscosity. The
Smagorinsky model for LES is used in the present study, in
which νeddy is related to the shear-rate tensor S,

νeddy = (Csgs�)2
√

2Sαβ · Sαβ, (A1)

where Csgs is the Smagorinsky constant, � is the filter length,
and Sαβ = 1

2 (∂αuβ + ∂βuα ). Based on Chapman-Enskog ex-
pansion analysis, second-order moments of the LB distribu-
tion function approximate the momentum flux tensor of the
NS equation [34]. Thus, Sαβ is related to the nonequilibrium
momentum flux tensor, which in turn proved to be an advan-
tage as the computation of derivatives can now be performed
locally,

Sαβ = −3

2ρ(τν + τeddy)
�αβ, (A2)

with �αβ = ∑
γ eγαeγ β ( fγ − f eq

γ ). Using Eqs. (A1) and
(A2), the expression for τeddy be written as

τeddy = 3(Csgs�)2
√

2Sαβ · Sαβ

= 9

2

(Csgs�)2

ρ(τν + τeddy)

√
2�αβ · �αβ. (A3)
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FIG. 12. Initial dam break setup [21]: (a) side view and (b) top view.
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FIG. 13. Free surface evolution of dam-break flow impact on the tower.

Finally, the expression for relaxation time related to eddy
viscosity τeddy can be obtained by solving the quadratic equa-
tion (A3),

τeddy = 1

2

⎡
⎣−τν +

√
τ 2
ν + 18

(Csgs�)2

ρ

√
2�αβ · �αβ

⎤
⎦.

(A4)

APPENDIX B: FREE SURFACE MODEL

In volume of fluid (VOF) -based schemes, computational
nodes are identified by the fluid fraction (or fill-level) variable
ε, which represents the amount of liquid contained in the cell
and is defined by the ratio of mass to density. Thus, ε = 1
represents a liquid node, ε = 0 represents gas, and at the
interface node ε takes a value between 0 and 1. The evolution
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FIG. 14. Comparison between LB and experimental measurements [21]: (a) velocity probe in front of the structure, (b) force exerted on
the obstacle, and (c) cumulative impulse.
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of ε is governed by the advection equation

∂ε

∂t
+ u · ∇ε = 0. (B1)

In the present study, a geometry-based mesoscopic advection
method [15] is used to solve Eq. (B1), though one can use
the traditional discretization schemes as well [12]. At first, the
evaluation of mass flux φi is computed as

φi(x, t ) = Ai(x, t ) · [ f−i(x, t ) − fi(x, t )], (B2)

where f−i and fi represent the distribution functions that enter
and leave the node at x in the ith direction, respectively, and

Ai(x) =

⎧⎪⎨
⎪⎩

1 if x + ei is liquid,

0 if x + ei is gas,
ε(x)+ε(x+ei )

2 if x + ei is interface.

(B3)

The estimation of the fill level from Eq. (B3) does not
require any construction of surface normal and its gradient
as compared to the initially proposed VOF-PLIC [12]. Even
though a fairly accurate representation of the free surface
can be obtained from this model, few improvements on free
surface modeling have been proposed, viz., VOF-PLIC [15],
the front-tracking method [35], and a level set [36]. Further-
more, the present scheme has been chosen for its simplicity
in handling the free surface computation compared with the
other methods. The evolution of mass m is then described by

∂m

∂t
+

∑
i

φi = 0. (B4)

The discretization of Eq. (B4) using Euler’s forward differ-
ence scheme leads to

m(x, t + �t ) = m(x, t ) − �t
∑

i

φi(x, t ). (B5)

Thus, the update rule for ε can be written as

ε(x, t + �t ) = m(x, t + �t )

ρ(x, t + �t )

= m(x, t ) − �t
∑

iφi(x, t )

ρ(x, t + �t )

= ε(x, t )ρ(x, t ) − �t
∑

iφi(x, t )

ρ(x, t + �t )
. (B6)

The present method is referred as an unsplit method as the
computation of mass flux in all directions has been treated
simultaneously [15].

APPENDIX C: FREE SURFACE BOUNDARY CONDITION

In free surface problems, the absence of distribution func-
tions for the gas node poses a difficulty in performing the
streaming step, as each liquid or interface node must receive
the DF’s from the neighboring nodes. Thus, the reconstruc-
tion of missing DF’s should satisfy the following boundary
conditions at the interface: (i) liquid and gas nodes on the
interface must travel with the same velocity, and (ii) forces
exerted between them must be balanced. To pass the interface
node, the velocity of gas nodes must be directed inward, and
hence the missing DF can be written as [14]

fi(x − ei�t, t ) = f eq
i (ρatm, u) + f eq

−i (ρatm, u) − f−i(x, t )

if n·ei � 0, (C1)

where ρatm refers to the atmospheric gas density, and it takes
the same value of density used in the simulation. The normal
vector n can be obtained from the derivative of the fluid
fraction ε as n = ∇ε

‖∇ε‖ .
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