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Liviu F. Chirondojan and Gian-Luca Oppo
SUPA and Department of Physics, University of Strathclyde, Glasgow G4 0NG, Scotland, EU

(Received 18 July 2018; published 19 February 2019)

Localized and pinned discrete breathers in Bose-Einstein condensates in optical lattices or in arrays of
optical waveguides oscillate with frequencies which are much higher than those present in the spectrum of the
background. Hence, the interaction between localized breathers and their surroundings is extremely weak leading
to a multiple-time-scale perturbation expansion. We identify the leading order in the asymptotic expansion of the
breather amplitude which does not average to zero after one full oscillation. The reduced model predicts a lower
bound of the breather drift times and explains the topological differences between breathers in dimers, trimers,
and in spatially extended one-dimensional lattices even in the presence of transport from boundary heat-baths.
These analytical boundaries hold true for lattices of any length, due to the highly localized nature of breathers.
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I. INTRODUCTION

Bose-Einstein condensates (BEC) trapped in an optical
lattice have attracted enormous scientific interest since they
provide excellent control of the quantum and supefluid phases
of ultracold atoms [1,2]. These benefits have led to important
realizations of analogues of solid-state phenomena such as
quantum phase transitions [3], transport [4], Anderson local-
ization [5], and macroscopic Zeno effect [6]. In the superfluid
phase of the BEC, a lot of attention has been devoted to the
case of deep optical lattices where expansions of the wave
function in Wannier functions and discrete models of the
lattice structure have wide and well tested validity. In one-
dimensional lattice configurations, the dynamics of the BEC
cloud is well described by the discrete nonlinear Schrödinger
equation (DNLSE) [7] that can be directly derived from a
Bose-Hubbard lattice Hamiltonian. One fascinating aspect is
that the DNLSE has been originally used to describe light
propagating in arrays of optical waveguides and even protein
systems in biophysics [8,9]. Important and universal nonlinear
features of the conservative DNLSE are modulational instabil-
ities and discrete breathers [9]. Discrete breathers are spatially
localized modes that own their stability to the discreteness of
the lattice and that oscillate in time with a well-determined
frequency [7,10,11].

When simulating BEC in optical lattices with the DNLSE,
discrete breathers are favored in the presence of repulsive
atomic interactions that are typical, for example, of 87Rb
atoms. Several methods have been suggested for the gener-
ation of discrete breathers in the DNLSE including the evo-
lution from Gaussian wave packets [7,12] and the relaxation
from random phase states via localized losses [13].

Breathers have been mostly investigated in the presence
of small backgrounds, when perturbative techniques can be
developed to determine their stability [14,15]. Here we focus
on the properties of localized solutions in the presence of a
large [order O(1)] fluctuating background. The background
can either evolve in an isolated set up, where the total energy
and mass are conserved, or after including the interaction with

suitable thermostats. In the latter case, the action of the heat
baths is mimicked by implementing stochastic Langevin equa-
tions like in Ref. [16], where the temperature and the chemical
potential of the background are given by the parameters of the
reservoir.

Without loss of generality, we introduce a singular per-
turbation expansion for tall breathers in contact with a large
background on one of their sides only. This simplified set
up allows for the direct integration of analytical yet implicit
expressions. As demonstrated by the computational tests, the
analytical findings can be extended to breathers in contact
with a background on both sides, to lattices of any length,
and under a large variety of configurations, i.e., periodic
boundary conditions (PBC), reflecting boundary conditions
(by imposing zeros at the ends of the Bose-Hubbard chain)
or in contact with heat baths at the chain’s ends.

In an ideal breather, the tails are perfectly synchronized
with the oscillations at its peak and decay exponentially fast
along the lattice. When the background is large, however,
this synchronization is destroyed and the dynamics of the
background follow trajectories which are much slower than
the breather oscillation. For large-enough backgrounds, the
breather’s tails are completely covered by and indistinguish-
able from the background: In practice the localized solution
occupies just a single site in the lattice. Even under these
conditions, it is possible to investigate the stability of the
localized solution and to determine the perturbations induced
by the background on the breather.

We study the coupling between the breather and its sur-
roundings by determining the leading perturbative order at
which there is a change in the breather size after one os-
cillation period. Our work sheds light on the mechanism of
adiabatic decoupling between localized solutions and their
surroundings, leading to a analytical expressions that quantify
the slow drifts in the breather amplitude due to the very
weak interactions between the breather and its neighbors. In
Secs. II, III, and IV we present the multiple-scale analysis
based on the perturbation expansion in the inverse of the
breather frequency. By averaging over one period of the
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breather rotation, we obtain in Sec. V the core equation that
describes the extremely slow dynamics of the breather am-
plitude. The theory is successfully compared with numerical
simulations in Sec. VI where we show its independence of
the lattice length and application to infinitely extended back-
grounds. We also show that trimer and dimer configurations
are topologically different from more extended systems and
that they display a higher degree of stability. Conclusions and
future developments are presented in Sec. VII.

II. PERTURBATION EXPANSION

The DNLSE is a useful model to study quantum transport
phenomena in BEC but also light diffraction in arrays of op-
tical waveguides or biochemical systems such as biopolymers
[17] and proteins [18]. Here we consider a BEC in a deep
optical lattice with repulsive interactions. The evolution of the
complex wave function z j = x j + iy j at site j follows from
the Bose-Hubbard Hamiltonian [7]

HBH =
N−1∑
j=0

(|z j |4 + z∗
j z j+1 + z jz

∗
j+1), (1)

where N is the number of sites and 0 � j < N . The evolution
equations are

dz j

dt
≡ dt z j = 2i|z j |2z j + iz j−1 + iz j+1, (2)

where the time t is dimensionless [7], z−1 = 0, while the
boundary conditions in j = N will be discussed later.

In this paper we investigate a set up where a tall breather
sits in j = 0, i.e., we set |z0(0)|2 = I � 1, to be compared
with a background of amplitude order O(1). It is well known
that the breather will eventually decay on a timescale that
depends on its height for positive temperatures. Our numerical
simulations confirm this fact and show that the life time
of a breather increases exponentially with its initial mass
[|z0(0)|2 = I] when keeping the average background fluctua-
tions fixed. Therefore, given enough time, all breathers will
encounter a nonperturbative excitation that will destabilize
them. The work done here focuses on the laminar part of
the breather evolution, where the mass of the breather barely
changes. In the case of rare turbulent events, the breather
changes size suddenly and the perturbative approach cannot
be employed any longer. We tackle the laminar problem with
a perturbative approach where the smallness parameter is not
the background amplitude, as previously considered [14] but
the inverse of the breather amplitude.

On expressing the breather state into polar coordinates,
z0 ≡ A0eiψ0 , while using a standard Cartesian representation
for the other lattice sites (z j = x j + iy j , j � 1) the breather
evolution can be written as

dt A0 = x1 sin ψ0 − y1 cos ψ0, (3)

dtψ0 = 2A2
0 + A−1

0 (x1 cos ψ0 + y1 sin ψ0). (4)

From this representation it is transparent that if A0 � 1,
the phase ψ0 rotates very rapidly with a frequency given
by ω ≈ 2A2

0 � 1. From now on, ε = 1/ω is considered to
be a smallness parameter for the development of a suitable

FIG. 1. Average oscillation frequency of a large breather in j =
0 and its background from simulations of Eq. (2) with a heat-
bath at infinite temperature in j = 15. The error bars quantify the
fluctuations of the oscillation frequency over 3 × 104 time units.
The dashed black line shows that the average frequencies of the
background are close to a common value given by 2 × 〈|zB|2〉, where
〈|zB|2〉 is the mean amplitude generated by the Langevin heat-baths.
The inset shows the average oscillation frequency of a breather with
background at both sides.

perturbative approach. By introducing the “slow” phase φ0 =
ψ0 − ωt , the DNLSE can be written as

dt A0 = x1 sin(ωt + φ0) − y1 cos(ωt + φ0)

dtφ0 = 2A2
0 − ε−1 + A0

−1[x1 cos(ωt + φ0)

+y1 sin(ωt + φ0)]

dt x1 = −2
(
x2

1 + y2
1

)
y1 − y2 − A0 sin(ωt + φ0)

dt y1 = 2
(
x2

1 + y2
1

)
x1 + x2 + A0 cos(ωt + φ0)

dt x j = −2
(
x2

j + y2
j

)
y j − y j−1 − y j+1 j � 2

dt y j = 2
(
x2

j + y2
j

)
x j + x j−1 + x j+1 j � 2. (5)

By writing the DNLSE in this fashion, one separates the
lattice wave function between the breather in polar coor-
dinates and the background sites in Cartesian coordinates.
Figure 1 shows the average oscillation frequency in a lattice
of 15 sites with a breather of amplitude |z| = 6 in j = 0 and
in a lattice of 31 sites with a breather of amplitude |z| = 6
in the middle (see inset). The lattice boundaries are in contact
with Langevin heat-baths at infinite temperature [16]. One can
see that the background thermalizes to a common frequency
with roughly the same size of fluctuations, therefore justifying
the choice of the hybrid polar-Cartesian basis. Remarkably
enough, the frequency of the breather is very stable around
the value 2|z|2 ≈ 72. This, in turn, justifies the choice of
the definition of the smallness parameter. The only sites that
have frequency statistics different from the background are the
nearest neighbors of the breather, which, as it will emerge later
in this work, contain rapidly oscillating components at low
orders in their asymptotic expansions. The perturbative ap-
proach is developed for breathers in contact with backgrounds
only on one side and is then extended to the generic case when
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the breather sits at a random lattice site and is perturbed by
small excitations arriving from backgrounds on both sides.
Figure 1 shows that there is a clear separation of timescales
due to the much faster oscillation of the breather with respect
to its surrounding.

Two timescales appear naturally in the system: a short
one of order ε = 1/ω associated to the fast rotation of the
breather’s phase and a “long” one of order O(1) associated to
the fluctuating motion of the background. The most appropri-
ate way to handle this kind of problems is to consider multiple
timescales by introducing two time variables and thereby by
rewriting the time derivative as

dt = ε−1∂t1 + ∂t2 , (6)

where t1 and t2 represent the fast and slow timescales, respec-
tively [19].

Before proceeding with the formal expansion, it is useful
to go back to Eq. (5) to estimate the variation of the different
variables over a timescale of order ε. It is legitimate to assume
that the time dependence of the fields is due to the fast
rotation ω and thereby neglect the variation of all the variables
appearing in the right-hand side of the above equations. On
integrating Eq. (5) for a time �t = ε one obtains.

�A0 ≈ −ε[x1 cos(ωt + φ0) + y1 sin(ωt + φ0)]

≈ O(ε)

�φ0 ≈ εA−1
0 [x1 sin(ωt + φ0) − y1 cos(ωt + φ0)]

≈ O(ε3/2)

�x1 ≈ −ε
[
2
(
x2

1 + y2
1

)
y1 + y2

] + εA0 cos(ωt + φ0)

≈ O(ε1/2)

�y1 ≈ ε
[
2
(
x2

1 + y2
1

)
x1 + x2

] + εA0 sin(ωt + φ0)

≈ O(ε1/2)

�x j ≈ ε
[ − 2

(
x2

j + y2
j

)
y j − y j−1 − y j+1

]
≈ O(ε)

�y j ≈ ε
[
2
(
x2

j + y2
j

)
x j + x j−1 + x j+1

]
≈ O(ε). (7)

These results suggest that any asymptotic expansion with
respect to ε should include half-integer powers (i.e., it
should be done with respect to

√
ε) and also provide in-

formation on where the series should start for each vari-
able. More precisely, we consider a perturbation expansion
given by

A0 ∼ ε−1/2A[−1]
0 +

∑
m�2

εm/2A[m]
0 (t1, t2)

φ0 ∼ φ
[0]
0 +

∑
m�3

εm/2φ
[m]
0 (t1, t2)

x1 ∼ x[0]
1 +

∑
m�1

εm/2x[m]
1 (t1, t2)

y1 ∼ y[0]
1 +

∑
m�1

εm/2y[m]
1 (t1, t2)

x j�2 ∼ x[0]
j +

∑
m�2

εm/2x[m]
j (t1, t2)

y j�2 ∼ y[0]
j +

∑
m�2

εm/2y[m]
j (t1, t2). (8)

This perturbation is singular, since it includes the diverging
term ε−1/2A[−1]

0 (t2). This follows from our initial assumption
of dealing with tall breathers.

By inserting the power expansion (8) into Eq. (5) and by
a further Taylor expansion of the sinusoidal functions, we are
able to split each equation into a series of separate conditions
for the different powers of

√
ε. Our target is to quantify the

weak coupling between the breather and its surroundings by
looking for the first term in the expansion of the breather am-
plitude which does not average to zero over one full rotation.
Finding an analytical expression for this term would not only
quantify the order of magnitude of the slow derivative, but
it would also provide an upper bound of diffusive processes
and characterize the size and nature of the breather “tails”
in the presence of large backgrounds. The pinned breather is
extremely localized and only the nearest neighbor contributes
directly to the slow drifts of the breather mass.

At lowest order
√

ε, we find:

∂t1 A[−1]
0 = 0

∂t2 A[−1]
0 = 0

∂t1φ
[0]
0 = −1 + 2

(
A[−1]

0

)2

(9)
∂t2φ

[0]
0 = 0

∂t1 x[0]
j = 0 j � 1

∂t1 y[0]
j = 0 j � 1.

The first two equations show that A[−1]
0 is a constant. With

our initial choice A[−1]
0 = 1/

√
2, it turns out that φ

[0]
0 is a

constant as well. The last couple of equations tell us that the
leading contributions of the background variables are slow for
all sites with j 
= 0.

For the breather wave function, one obtains the following
differential equations for the amplitude and the phase of the
oscillatory motion.

At order 1 we find:

∂t1 A[2]
0 = x[0]

1 sin
(
t1 + φ

[0]
0

) − y[0]
1 cos

(
t1 + φ

[0]
0

)
. (10)

At order ε1/2 we find:

∂t1 A[3]
0 = x[1]

1 sin
(
t1 + φ

[0]
0

) − y[1]
1 cos

(
t1 + φ

[0]
0

)
∂t1φ

[3]
0 = 4A[2]

0 A[−1]
0 + [

x[0]
1 cos

(
t1 + φ

[0]
0

)
+ y[0]

1 sin
(
t1 + φ

[0]
0

)]
/A[−1]

0 . (11)

At order ε we find:

∂t2 A[2]
0 + ∂t1 A[4]

0 = x[2]
1 sin

(
t1 + φ

[0]
0

) − y[2]
1 cos

(
t1 + φ

[0]
0

)
∂t1φ

[4]
0 = [

x[1]
1 cos

(
t1 + φ

[0]
0

)
+ y[1]

1 sin
(
t1 + φ

[0]
0

)]
/A[−1]

0 . (12)
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At order ε3/2 we find:

∂t2 A[3]
0 + ∂t1 A[5]

0

= φ
[3]
0 x[0]

1 cos
(
t1 + φ

[0]
0

) − y[3]
1 cos

(
t1 + φ

[0]
0

)
+ x[3]

1 sin
(
t1 + φ

[0]
0

) + φ
[3]
0 y[0]

1 sin
(
t1 + φ

[0]
0

)
. (13)

Finally, at order ε2 we find:

∂t2 A[4]
0 + ∂t1 A[6]

0

= φ
[4]
0 x[0]

1 cos
(
t1 + φ

[0]
0

) + φ
[3]
0 x[1]

1 cos
(
t1 + φ

[0]
0

)
− y[4]

1 cos
(
t1 + φ

[0]
0

) + x[4]
1 sin

(
t1 + φ

[0]
0

)
+φ

[4]
0 y[0]

1 sin
(
t1 + φ

[0]
0

) + φ
[3]
0 y[1]

1 sin
(
t1 + φ

[0]
0

)
. (14)

We will see that the first order at which the breather
derivative does not average to zero is O(ε2). In order to prove
this fact, one must solve the coupled differential equations
for all orders lower than ε and determine the corresponding
expressions of the expansion terms.

The same procedure gives rise to the differential equation
for the real and imaginary parts of the wave function at site
j = 1, the site close to the breather.

At order ε−1/2 we find:

∂t1 x[1]
1 = −A[−1]

0 sin
(
t1 + φ

[0]
0

)
∂t1 y[1]

1 = +A[−1]
0 cos

(
t1 + φ

[0]
0

)
. (15)

At order 1 we find:

∂t2 x[0]
1 + ∂t1 x[2]

1 = −2y[0]
1

(
x[0]

1
2 + y[0]

1
2) − y[0]

2

∂t2 y[0]
1 + ∂t1 y[2]

1 = +2x[0]
1

(
x[0]

1
2 + y[0]

1
2) + x[0]

2 . (16)

The last two equations contain the DNLSE on the right-hand
side. From the initial assumption, these equations suggest
that ∂t1 x[2]

1 = 0, which means that both x[2]
1 and y[2]

1 are slow.
One can iterate the procedure and obtain increasingly more
complex formulas for the higher-order terms of the expansions
of x1 and y1.

For generic sites, (16) at order 1 reduces to:

∂t2 x[0]
j + ∂t1 x[2]

j = −2y[0]
j

(
x[0]

j
2 + y[0]

j
2) − y[0]

j−1 − y[0]
j+1

∂t2 y[0]
j + ∂t1 y[2]

j = +2x[0]
j

(
x[0]

j
2 + y[0]

j
2) + x[0]

j−1 + x[0]
j+1, (17)

which leads to the same conclusion that x[2]
j and y[2]

j are slow
variables which will be used extensively while performing
averaging later in the work.

III. FIRST NONTRIVIAL TERMS

The differential equations at specified orders of the per-
turbations need to be integrated to obtain the dynamical
expressions of the perturbative terms. In doing this, slow terms
appear as integration constants. The solvability condition is
then imposed by the requirements that the energy and the
norm have to remain conserved at any given order of the
perturbation.

We have seen above how to obtain nontrivial differential
equations for the breather and its nearest neighbor. By inte-
grating Eqs. (10)–(15) and making use of the fact that the

background is slow and A[−1]
0 and φ

[0]
0 are constants, we obtain

A[2]
0 = −x[0]

1 cos
(
t1 + φ

[0]
0

) − y[0]
1 sin

(
t1 + φ

[0]
0

) + C1(t2)

x[1]
1 = A[−1]

0 cos
(
t1 + φ

[0]
0

) + C2(t2)

y[1]
1 = A[−1]

0 sin
(
t1 + φ

[0]
0

) + C3(t2), (18)

where C1(t2), C2(t2), and C3(t2) are slow functions to be
determined.

Meanwhile, we know that the Hamiltonian of the system
is, at order O(ε−1/2),

HO(1/
√

ε) =
√

2
[
A[2]

0 + x[0]
1 cos

(
t1 + φ

[0]
0

)
+ y[0]

1 sin
(
t1 + φ

[0]
0

)]
, (19)

where we have made use of the equality A[−1]
0 = 1/

√
2.

On substituting the analytical expression for A[2]
0 in (18)

one obtains:

HO(1/
√

ε) =
√

2C1(t2), (20)

which requires C1 to be constant to guarantee that the Hamil-
tonian is conserved. This constant is zero, since any other
value would induce secular terms when integrating higher-
order terms.

By imposing the conservation of norm at order
√

ε we
obtain the additional constraint:

x[0]
1 C2(t2) + y[0]

1 C3(t2) = 0. (21)

Therefore the two unknown slow functions must satisfy

C2(t2) = −Ky[0]
1

C3(t2) = Kx[0]
1 , (22)

where K is a real number to be determined.
The differential equation for x1 at order O(ε1/2) reads

∂t1 x[3]
1 + ∂t2 x[1]

1 = −2
(
x[0]

1 x[1]
1 y[0]

1 + x[0]
1

2
y[1]

1 + 3y[0]
1

2
y[1]

1

)
.

(23)
Replacing x[1]

1 and y[1]
1 with their analytical expressions

from (18) one arrives at

∂t1 x[3]
1 + ∂t2C2

= −2
[
x[0]

1 y[0]
1

(
A[−1]

0 cos
(
t1 + φ

[0]
0

) + C2
)

+ (
x[0]

1
2 + 3y[0]

1
2)(

A[−1]
0 sin

(
t1 + φ

[0]
0

) + C3
)]

. (24)

From this it follows that the most general form that
x[3]

1 can have is D1(t2) + D2(t2) × t1 + D3(t2) sin(t1 + φ
[0]
0 ) +

D4(t2) cos(t1 + φ
[0]
0 ). The Hamiltonian at order O(ε) contains

terms of the sort A[−1]
0 x[3]

1 cos(t1 + φ
[0]
0 ) and A[−1]

0 y[3]
1 sin(t1 +

φ
[0]
0 ) in addition to a plethora of terms which can all

be written as B1(t2) + B2(t2) sin(t1 + φ
[0]
0 ) + B3(t2) cos(t1 +

φ
[0]
0 ) + high harmonics. This implies that the ansatze of

x[3]
1 and y[3]

1 are of the type B1(t2) + B2(t2) sin(t1 + φ
[0]
0 ) +

B3(t2) cos(t1 + φ
[0]
0 ), which means that D2(t2) = 0. Isolating

only the slow terms of equation (2) one arrives at

∂t2C2(t2) = −2
[
2x[0]

1 y[0]
1 C2(t2) + C3(t2)

(
x[0]

1
2 + 3y[0]

1
2)]

.

(25)
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Using the constraint (22) and making all possible simplifi-
cations leads to:

Kx[0]
2 = 0, (26)

which implies that K must be zero for extended lattices where
x[0]

2 
= 0. The slow terms that appear from the integration over
the fast timescale are all zero, i.e., C1(t2) = C2(t2) = C3(t2) =
0 so that, Eq. (18) reduces to

A[2]
0 = −x[0]

1 cos
(
t1 + φ

[0]
0

) − y[0]
1 sin

(
t1 + φ

[0]
0

)
x[1]

1 = A[−1]
0 cos

(
t1 + φ

[0]
0

)
y[1]

1 = A[−1]
0 sin

(
t1 + φ

[0]
0

)
. (27)

By using these solutions, it becomes apparent that the
second equation in (12) simplifies to ∂t1φ

[4]
0 = 1. This fast

term appears because in the differential equation of the slow
phase there is the term 2A2

0 − ω which has a first nonzero
component at order ε.

The expressions (27) can now be averaged over one full
rotation by making use of the fact that x[0]

1 and y[0]
1 are slow

and that A[−1]
0 is time independent,∫ 2π

0
dt1A[2]

0 = 0

∫ 2π

0
dt1x[1]

1 = 0

∫ 2π

0
dt1y[1]

1 = 0. (28)

Therefore, the first nontrivial terms are zero when averaged
over one full rotation for both the breather and its nearest
neighbor. In order to quantify the coupling between breather
and background, one is therefore forced to continue the per-
turbative analysis to higher orders as shown below.

IV. HIGHER-ORDER TERMS

Having seen how to proceed with the perturbation expan-
sion, i.e., by writing of the differential equations at different
orders of the expansion for the breather, its neighbor and the
background lattice, by integrating these differential equations
and by using the expressions of the lower-order terms, we
provide here the final results corresponding to the application
of this procedure to terms in the expansion of order higher
than those seen in Sec. III. These are

A[3]
0 = 0

A[4]
0 = −M(t2) cos

(
t1 + φ

[0]
0

) − N (t2) sin
(
t1 + φ

[0]
0

)
A[5]

0 = P(t2)
[ − y[0]

1 cos
(
φ

[0]
0 + t1

) + x[0]
1 sin

(
φ

[0]
0 + t1

)]
+ 3

2
√

2

(
x[0]

1
2 − y[0]

1
2)

cos
[
2
(
φ

[0]
0 + t1

)]
+ 3

√
2x[0]

1 y[0]
1 cos

(
φ

[0]
0 + t1

)
sin

(
φ

[0]
0 + t1

)
x[2]

1 = −∂t2 y[0]
1 + M(t2)

x[3]
1 = +2

(
x[0]

1
2 + 3y[0]

1
2)

A[−1]
0 cos

(
t1 + φ

[0]
0

)
− 4x[0]

1 y[0]
1 A[−1]

0 sin
(
t1 + φ

[0]
0

)
y[2]

1 = ∂t2 x[0]
1 + N (t2)

y[3]
1 = +2

(
3x[0]

1
2 + y[0]

1
2)

A[−1]
0 sin

(
t1 + φ

[0]
0

)
− 4x[0]

1 y[0]
1 A[−1]

0 cos
(
t1 + φ

[0]
0

)
φ

[3]
0 =

(
4A[−1]

0 − 1

A[−1]
0

)[−x[0]
1 sin

(
t1 + φ

[0]
0

)
+ y[0]

1 cos
(
t1 + φ

[0]
0

)] + P(t2)

φ
[4]
0 = t1 + Q(t2), (29)

where M(t2), N (t2), P(t2), and Q(t2) are slow functions to be
determined.

The procedures for obtaining these expressions are de-
scribed in more detail in Appendix A.

A. Solvability conditions

We are now able to use analytical expressions of pertur-
bation terms above in the evaluation of the norm and the
energy (Hamiltonian) of the system. We start by considering
the dimer (abbreviated by the superscript D) formed by the
breather and its first neighbor j = 1:

ND = ε−1A[−1]
0

2 + A[0]
1

2

+ ε
[
A[−1]

0
2 + 2

(
x[0]

1 x[2]
1 + y[0]

1 y[2]
1

)] + O(ε3/2)

HD = ε−2A[−1]
0

4 + A[0]
1

4

+ ε
{−8A[0]

1
6 + A[0]

1
2[ 15

2 − 4
(
x[0]

1 x[0]
2 + y[0]

1 y[0]
2

)
+ 4

(
x[0]

1 M + y[0]
1 N

)]} + O(ε3/2). (30)

Here it is more convenient to express the zero-order wave
function using polar coordinates via the transformation:
x[0]

j → A[0]
j cos(ψ [0]

j ) and y[0]
j → A[0]

j sin(ψ [0]
j ).

Similar calculations can be done for the rest of the Bose-
Hubbard lattice, and then one must impose the constraint
that the fluxes of norm and energy from the background
cancel those coming from the dimer at all orders. An im-
portant consideration is that when one defines the Hamilto-
nian of the background, the coupling between sites j = 1
and j = 2 must also be included. For the terms at order ε

in the background (abbreviated by the superscript B), one
obtains:

NB
O(ε) = 2

∑
j>1

(
x[0]

j x[2]
j + y[0]

j y[2]
j

)

HB
O(ε) = 4

∑
j>1

[(
x[0]

j
2 + y[0]

j
2)(

x[0]
j x[2]

j + y[0]
j y[2]

j

)]
+ 2

∑
j�1

(
x[2]

j x[0]
j+1 + x[0]

j x[2]
j+1 + y[2]

j y[0]
j+1 + y[0]

j y[2]
j+1

)
.

(31)

We now use the fact that background sites evolve slowly
compared to the breather rotation (i.e. also the first correction
is a slow function) and obtain

∂t2 x[2]
j = −y[2]

j−1 − y[2]
j+1 − 2y[2]

j

(
3y[0]

j
2 + x[0]

j
2) − 4x[2]

j x[0]
j y[0]

j

∂t2 y[2]
j = +x[2]

j−1 + x[2]
j+1 + 2x[2]

j

(
3x[0]

j
2 + y[0]

j
2) + 4y[2]

j x[0]
j y[0]

j .

(32)
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We determine x[2]
2 and y[2]

2 by imposing:

∂t2 NB
O(ε) = −∂t2 ND

O(ε)

∂t2 HB
O(ε) = −∂t2 HD

O(ε). (33)

Note that ∂t2 NB
O(ε) and ∂t2 HB

O(ε) contain nonvanishing terms that
come only from the contact with the breather and its nearest
neighbors and not from the background.

By using the Cramer rule, we find that the two equations
are always linearly independent and that the discriminant of
this system is strictly positive. After the algebraic operations
are completed,

x[2]
2 =

(
−17A[0]

1

2
+ 8A[0]

1
5

)
cos

(
ψ

[0]
1

)
+ 4A[0]

1
2
A[0]

2 cos
(
2ψ

[0]
1 − ψ

[0]
2

) − 2A[0]
2

3
cos

(
ψ

[0]
2

)
− A[0]

3 cos
(
ψ

[0]
3

) + ∂t2 N − 4A[0]
1

2
M

− 2A[0]
1

2[
M cos

(
2φ

[0]
0

) + N sin
(
2φ

[0]
0

)]
(34)

y[2]
2 =

(
−17A[0]

1

2
+ 8A[0]

1
5

)
sin

(
ψ

[0]
1

)
+ 4A[0]

1
2
A[0]

2 sin
(
2ψ

[0]
1 − ψ

[0]
2

) − 2A[0]
2

3
sin

(
ψ

[0]
2

)
− A[0]

3 sin
(
ψ

[0]
3

) − ∂t2 M − 4A[0]
1

2
N

+ 2A[0]
1

2[
N cos

(
2φ

[0]
0

) − M sin
(
2φ

[0]
0

)]
.

The solvability conditions have been used to determine the
expressions (34) for x[2]

2 and y[2]
2 . However, the functions

M(t2), N (t2), P(t2), and Q(t2) cannot be determined from the
solvability conditions. These terms cancel at all orders leading
to the trivial relation 0 = 0. We show in the next subsection,
however, that the explicit form of these functions is not
necessary when determining the first differential equation in
the perturbation expansion that does not average to zero over
one period of the breather rotation.

V. AVERAGING OVER ONE PERIOD OF
THE BREATHER ROTATION

Let us now introduce the notation

DA
ε2 ≡ ∂t2 A[4]

0 + ∂t1 A[6]
0 . (35)

This is the lowest-order term providing an average nonzero
slow contribution to the evolution of the breather mass. With
the help of Eq. (14), replacing all the known functions with
their explicit expressions, and after averaging over one fast
rotation [i.e., taking 〈∗〉 ≡ 1

2π

∫ 2π

0 (∗)dt1], we arrive at

〈
DA

ε2

〉 = x[0]
1 sin

(
φ

[0]
0

) − y[0]
1 cos

(
φ

[0]
0

) + P(t2)

− 〈
y[4]

1 cos
(
t1 + φ

[0]
0

)〉 + 〈
x[4]

1 sin
(
t1 + φ

[0]
0

)〉
, (36)

where P(t2) is one of the unknown slow functions in
the expression of φ

[3]
0 in Eq. (29) and x[4]

1 , y[4]
1 are unknown

high-order terms for the wave function of the nearest neighbor.
It is now useful to express 〈y[4]

1 cos(t1 + φ
[0]
0 )〉 and

〈x[4]
1 sin(t1 + φ

[0]
0 )〉 as functions of the zero-order wave func-

tion and of the five unknown slow terms: x[2]
2 , y[2]

2 , M(t2),
N (t2), and P(t2).

From the expansion of the DNLSE at site j = 1, we write
the differential equation for the derivative of x1 at order ε:

∂t1 x[4]
1 + ∂t2 x[2]

1

= −2x[1]
1

2
y[0]

1 − 4x[0]
1 x[2]

1 y[0]
1 − 4x[0]

1 x[1]
1 y[1]

1 − 6y[0]
1 y[1]

1
2

− 2x[0]
1

2
y[2]

1 − 6y[0]
1

2
y[2]

1 − A[−1]
0 φ

[3]
0 cos

(
t1 + φ

[0]
0

)
− A[2]

0 sin
(
t1 + φ

[0]
0

) − y[2]
2 . (37)

At this stage, one can replace all the known terms on the
right-hand side with their expressions from (29) and make all
possible simplifications. In addition, ∂t2 x[2]

1 can be substituted
with its analytical expression and moved to the right-hand
side.

We integrate both sides with respect to the fast time t1.
This leads to an analytical expression for x[4]

1 which contains
the terms x[2]

2 , y[2]
2 , M(t2), N (t2), and P(t2) which are all slow

functions. After integrating this equation, one finds that x[4]
1

contains terms which are different from the other high-order
functions of (29) because they contain expressions of the type
F (t2) × t1. These terms appear in the Hamiltonian at order
ε3/2, together with the known function φ

[4]
0 = t1 + Q(t2) and

the term A[6]
0 .

The next required step is to calculate 〈x[4]
1 sin(t1 + φ

[0]
0 )〉

which again contains the slow terms x[2]
2 , y[2]

2 , M(t2), N (t2),
and P(t2).

〈
x[4]

1 sin
(
t1 + φ

[0]
0

)〉 = −A[−1]
0 P

2
+ {

6A[−1]
0

2
y[0]

1 + 2
[ − 4y[0]

1

(
x[0]

1
4 + x[0]

1 x[0]
2 + 2x[0]

1
2
y[0]

1
2 + y[0]

1
4)

+ (
2x[0]

1
2 + x[0]

2
2 − 2y[0]

1
2)

y[0]
2 + y[0]

2
3] + y[2]

2 + y[0]
3

}
cos

(
φ

[0]
0

)
. (38)

Analogously, one can obtain an expression for 〈y[4]
1 cos(t1 + φ

[0]
0 )〉 and then express the average from (36) as:

〈
DA

ε2

〉 = y[2]
2 cos

(
φ

[0]
0

) − x[2]
2 sin

(
φ

[0]
0

) − 2A[0]
2

3
sin

(
φ

[0]
0 − ψ

[0]
2

) + A[0]
1

[( − 2 + 8A[0]
1

4)
sin

(
φ

[0]
0 − ψ

[0]
1

)
+ 4A[0]

1 A[0]
2 sin

(
φ

[0]
0 − 2ψ

[0]
1 + ψ

[0]
2

)] − A[0]
3 sin

(
φ

[0]
0 − ψ

[0]
3

) + ∂t2 M(t2) cos
(
φ

[0]
0

) + ∂t2 N (t2) sin
(
φ

[0]
0

)
− 2A[0]

1
2[

N (t2) cos
(
φ

[0]
0 − 2ψ

[0]
1

) + M(t2) sin
(
φ

[0]
0 − 2ψ

[0]
1

)] + 4A[0]
1

2[
N (t2) cos

(
φ

[0]
0

) − M(t2) sin
(
φ

[0]
0

)]
.

(39)
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We can now replace x[2]
2 and y[2]

2 with their analytical
expressions obtained in the previous subsection [see Eq. (34)]
obtaining, 〈

DA
ε2

〉 = 13
2 A[0]

1 sin
(
φ

[0]
0 − ψ

[0]
1

)
. (40)

It is quite remarkable that M(t2), N (t2), and P(t2) do
not appear in the final expression of Eq. (40). This justifies
a posteriori the truncation of the calculations made in the
application of the solvability conditions above. We also note
that: 〈

DA
ε2

〉 = 〈
∂t2 A[4]

0 + ∂t1 A[6]
0

〉 = 〈
∂t1 A[6]

0

〉
(41)

and finally obtain〈
∂t1 A[6]

0

〉 = 13
2 A[0]

1 sin
(
φ

[0]
0 − ψ

[0]
1

)
. (42)

Equation (42) is the main result of our work and is compared
with numerical simulations of the DNLS in the next section.

VI. BREATHER FLUCTUATIONS AND COMPARISON
WITH SIMULATIONS

A. Decoupling due to the separation of timescales

At zeroth order, breathers can be replaced by pinned vacan-
cies that act on the background as reflective boundaries. This
means that the evolution of all zero-order terms {(x[0]

j , y[0]
j )}

is independent of the evolution of the breather for all j 
= 0.
This vacancy-breather analogy suggests that both dark and
bright solitons induce similar dynamics to their backgrounds,
reflecting back all excitations. Dark solitons are far less stable,
however, especially when interacting with large backgrounds.
The stability of dark solitons can be enhanced with the help
of local dissipations and by inhibiting tunneling to the va-
cancy through the quantum Zeno effect [20]. Once again this
analogy is only valid in the absence of rare events caused
by very large fluctuations. The differential equation for the
background becomes

i∂t2 z[0]
j 
=0 = −2

∣∣z[0]
j

∣∣2
z[0]

j − z[0]
j−1 − z[0]

j+1, (43)

where z[0]
0 ≡ 0 is a reflective boundary. Figure 2 shows how

the amplitude of the zero-order wave function for the nearest
neighbor of the breather obtained from Eq. (43) compares
with that of the full solution of Eq. (2). The slow function
approximates the full trajectory very well for several hundred
breather periods. After a while, the two trajectories separate
due to the chaotic nature of the DNLSE. The reflective bound-
ary approximation becomes even more accurate when the size
of the breather is increased, bounding the two trajectories
close together for much longer times than those shown in
Fig. 2. We note that these results are not conflicting with the
work of Flach et al. [21] where a transmission coefficient
for a small amplitude plane wave interacting with a discrete
breather is found to be of order O(ε4) which is several
orders of magnitude higher than the relevant orders of our
perturbative analysis. Therefore, for our current analysis, the
breather is simply a reflective boundary.

Backgrounds characterized by low temperatures tend to
be less fluctuating and therefore, in their presence, this
breather-vacancy analogy is satisfied over significantly longer

FIG. 2. Time evolution of the amplitude of the nearest neighbor
on the right of the breather obtained by integrating the DNLSE
Eq. (2) (light blue strip) and from the zero-order reduced equation
(43) (black line). Replacing the breather with a reflective boundary
produces a similar dynamics of the background. The breather had an
initial amplitude of |z0| = 6 and sat in the middle of a 15 sites lattice
which was thermalized at infinite temperature and had the average
occupation number 〈|z j |2〉 = 0.5. Analogous decouplings occur for
both the left and the right neighbors.

timescales. It is, however, worth noting that even for high-
temperature backgrounds, one can still obtain results for the
breather fluctuations and for the background dynamics similar
to those of Fig. 2 when using the simplified equation (43). As
it will be seen later in this work, one can build a decoupling
theory which is valid for times far longer than the separation
time seen in Fig. 2, since it is possible to express the fluc-
tuations in the breather size as a function of the zero-order
background at any given time, regardless of what the initial
condition is. In order to build this theory, however, it is crucial
to use the adiabatic decoupling between the zero-order wave
function of the background and the breather oscillations.

This type of decoupling is also addressed in Ref. [22],
where it is shown that breathers induce weakly nonergodic
dynamics. These localized solutions split the lattice into mu-
tually disconnected regions, thermalized at different chemical
potentials and different temperatures.

A clear evidence for the separation of the two timescales
is also presented in Fig. 3. There, one can see that the back-
ground evolves over timescales of O(10), while the breather
height is effectively frozen over scales of this magnitude.
In addition, the sites in the background frequently reach
amplitudes which are close to zero, even if their overall size
is of order O(1). This provides an additional justification for
the choice of a hybrid polar-Cartesian system, which was
introduced to avoid diverging derivatives for small values of
the background amplitudes. From Fig. 3 one sees that the first
neighbor (red line) displays a fast component of oscillation
that comes from the breather. This component originates in
the first nontrivial terms identified in Eq. (18). Note that the
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FIG. 3. Time evolution of the amplitude of a breather in j = 0
(blue) and those of its two nearest neighbors ( j = 1 in red and j = 2
in black) for a lattice of seven sites in contact with a heat-bath at
positive temperature at one end from Eq. (2).

breather amplitude does not display any visible variations
during times which characterize the evolution of the slow
background.

B. Size of fluctuations

The amplitude of the breather fluctuates in time around a
constant value ε−1/2A[−1]

0 . For low orders of ε, the fluctuations
average to zero over one fast rotation. More remarkably, our
calculations are able to determine the magnitude of the slow
perturbation which does not cancel over one fast oscillation.
These slow drifts in the derivative of the breather norm appear
at order O(ε2) and for lattices with more than three sites (N >

3) are given by:

〈dt A0〉 = 13
2 ε2A[0]

1 sin
(
φ

[0]
0 − ψ

[0]
1

) + O(ε5/2) (44)

as a direct consequence of formula (42). A[0]
1 and ψ

[0]
1 are the

amplitude and the phase of the wave function at the nearest
site of the breather. Remarkably, the slow drift depends only
on the state of the nearest neighbor of the breather, all interac-
tions with more distant sites canceling out after imposing the
solvability conditions (33).

Note that Eq. (44) has been derived for breathers in contact
with a background on one side only. Extensions to a more
generic configurations require a sum of both left and right
contributions,

〈dt A0〉 = 13
2 ε2

∑
j=±1

A[0]
j sin

(
φ

[0]
0 − ψ

[0]
j

) + O(ε5/2). (45)

This is an approximation since in the case of breathers in
contact with backgrounds on both sides, there are two solv-
ability conditions for four unknown high-order functions and
mixed terms of left and right backgrounds. These terms and
the flow of energy from one side of the breather to the other

FIG. 4. Time evolution of dt |z0| over a time span of 100 time
units. (a) dt |z0| from the numerical integration of Eq. (2) (pale blue
curve) and after the fast oscillating components have been filtered out
(black line). (b) Same as (a) but magnified by a factor of 5000 (black
line) with the analytical bounds from the inequalities (46) (red lines).

are negligible so that the derivative of the breather norm only
contains two contributions of the type shown in Eq. (44).

For lattices of length N > 3, we run computational sim-
ulations and record the evolution of A0(t1, t2). This variable
contains numerous high-order terms which average to zero
over one full oscillation of the breather. In order to extract the
slow drifts, one must take the Fourier transform of A0, apply a
Heaviside step function filter, and then take the inverse Fourier
transform. Analogously, one applies the same algorithm on
A1(t1, t2) to obtain a numerical approximation of the zeroth-
order amplitude of the nearest neighbor.

Let 	 f (X ) denote a low-pass filtered version of a signal X ,
f being the cut-off frequency: All frequencies above this value
are filtered out before applying the inverse Fourier transform.
The averaged equation (44) implies that:

−2π 13
2 ε3	 f (A1) � 	 f (A0) � 2π 13

2 ε3	 f (A1), (46)

where one has used that −1 � sin(x) � 1 ∀x ∈ R and also
the properties of the Fourier transforms for derivatives
F (X ′) = iωF (X ). The analytical predictions given by the
multiple timescale analysis can therefore be tested by check-
ing the truthfulness of (46). A similar idea is presented in
Ref. [23], where the authors make analytical predictions on
the behavior of a multiple scale system, which are ultimately
confirmed by computational tests which consist of numerical
filtering.

In order to test the accuracy of (42), (44), and (45), we
focus on the fluctuations of the time derivative of the breather
amplitude (dt |z0|), as shown in Fig. 4. This test shows the evo-
lution of dt |z0| over a time span of 100 time units for a breather
of initial size |z0| = 5, in contact with a background generated
by a Langevin heat-bath at temperature T = 3 and chemical
potential μ = −3.4. In our simulations, we have set a buffer
zone of seven sites between the breather, situated at site j = 0
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FIG. 5. Same as Fig. 4 but for a breather with backgrounds on
both sides. (a) Time evolution of dt |z0| over a time span of 100 time
units from the numerical integration of Eq. (2) (pale blue curve) and
after the fast oscillating components have been filtered out (black
line). (b) Same as (a) but magnified by a factor of 5000 (black
line) with the analytical bounds from the inequalities (46) based on
Eq. (45) (red lines).

and the heat-bath located at site j = 8. In Fig. 4(a), one can
see that the fluctuations of the time derivative of the breather
norm from the integration of Eq. (2) are of order O(1). This is
not surprising, since when applying the two-scale differential
operator ε−1∂t1 + ∂t2 on the first nontrivial term from (27) one
obtains a contribution of the form ε−1∂t1 (εA[2]

0 ), which creates
fluctuations of order O(1). This dominant component in the
derivative of the norm, however, vanishes when averaged over
one full rotation. In order to see only the slow components
of the derivative, one must use numerical low-pass filters.
Figure 4(b) displays the same quantity, dt |z0|, but after the
application of the numerical low-pass filter and suitable mag-
nification. The same black curve is also shown in the upper
diagram, where due to the large difference in the magnitude
of the fluctuations, it appears to be almost flat. What is
remarkable is the excellent agreement between the slow fluc-
tuations given by the numerical integration of Eq. (2) and the
analytical boundaries predicted by the inequalities of Eq. (46).
The extension of formula (44) to symmetric backgrounds is
tested in Fig. 5. Similar tests have been run for hundreds of
configurations by varying the initial height of the breather
and the parameters of the heat-baths. For both positive and
infinite-temperature Langevin heat-baths, the evolution of the
breather norm remains confined between boundaries that are
very well approximated by those defined in Eq. (45).

C. Stability of the trimer configuration

The Bose-Hubbard configuration with only three sites
(N = 3) is known as a trimer and has been the subject of
extensive research [24–28]. Our perturbative model is capable
to explain why trimer configurations give rise to breathers
with a higher stability with respect to longer lattices.

FIG. 6. Time evolution of dt |z0| in a three site lattice with the
breather located in the middle of the chain over a time span of
100 units. (a) dt |z0| from the numerical integration of Eq. (2) (pale
blue curve) and after the fast oscillating components have been
filtered out (black line). (b) Same as (a) but magnified by a factor
of 5000 (black line) with the analytical bounds from the inequalities
(46) after the factor 13/2 has been replaced by −2 to accommodate
for limited size effects (red lines).

One can obtain a slow drift equation for a dimer by
replacing in (39) all the wave functions for sites with j � 2
with zero (as exemplified in Appendix B). This provides a
new formula which will is valid when the breather does not
have more than one neighbor on each side (i.e., the breather is
either in a dimer or at the middle of a trimer). For backgrounds
which are dominantly below one, this formula is

〈dt A0〉 = −2ε2
∑
j=±1

A[0]
j sin

(
φ

[0]
0 − ψ

[0]
j

) + O(ε5/2) . (47)

This makes the noise in the case of dimers and trimers
around 3.25 times smaller than the one calculated for extended
lattices with N > 3. Formula (47) is confirmed by the nu-
merical tests presented in Fig. 6 which are done using the
same low-pass filters as introduced in the previous section.
The difference in derivative between trimers and extended
lattice configurations also implies a different size for the area
of the Poincaré sections in the two cases. One can expect
that extended systems produce Poincaré sections which are
roughly 3.252 ≈ 10 times larger in area. The Poincaré section
is taken by sampling the data after each complete rotation of
the breather that takes 2πε time units. Here ε is the inverse of
the frequency which is determined numerically by applying
fast Fourier transforms on the evolution of the real part of the
breather norm.

VII. CONCLUSIONS

Tall breathers tend to decouple from the background even
when the latter is relatively strong. If the breather amplitude is
large enough, then all background sites, including the nearest
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neighbors, perceive the breather as a purely reflective bound-
ary. This localized solution is very stable, displaying fast
fluctuations which average to zero over one oscillation period.
In order to quantify the slow changes of the breather size,
one has to consider high orders of a (singular) perturbation
expansion, the smallness parameter being the inverse of the
breather mass. Here we have developed a multiple-time-scales
perturbative approach, which, with the help of conditions
arising from energy and mass conservation, is able to predict
topological differences among dimers, trimers, and lattices
with N > 3. Breathers in trimer configurations are shown
to be more stable than those in larger lattices. For spatially
extended lattices, the bounds of the slow derivatives [given
by the inequality (46)] are independent of the system size.
This explains why, for long periods of time, these localized
solutions are not affected by the phonon backgrounds they are
in direct contact with.

During most of the evolution, in the absence of large ex-
citations, the breather norm is dictated by laminar dynamics,
during which the wave function is perturbative in character,
and the fluctuations in the breather size are very small, being
very well approximated by equation (45). Very rarely, the
phonon background spontaneously creates a neighboring ex-
citation large enough to take the system out of the perturbative
regime, causing a sudden change in the breather shape. One
can increase the likelihood of such events by either increasing
the background size or by decreasing the initial size of the
breather. The nature of these strong interactions which take
the breather dynamics outside of the perturbative domain, and
the definition of a destabilization threshold will be the topics
of future communications.

The existence of a clear perturbative regime, even in the
presence of large backgrounds, suggests that most of the
trajectories of the system can be simulated with the help of
averaged differential equations where the fast timescale has
been eliminated. This type of model would be useful for
investigating phenomena which occur during timescales that
are larger than the fast fluctuations of the breather, such as the
effect of breathers on quantum transport and the thermaliza-
tion of backgrounds in the presence of breathers.

If one wants to study the entire evolution of breathers,
then perturbative techniques do not suffice. They can be
used, however, to differentiate between slow processes and
catastrophic events, which occur when Eq. (45) is violated.

Breather lifetimes are characterized by three timescales:
the very small period of the breather rotation, the times over
which the background evolves, and the times over which
rare events may occur. The first order at which there is a
nonzero term in the second timescale is ε2 for the derivative
of the breather norm. This term, however, averages to zero

over the second timescale if one makes the assumption that
correlations between the zeroth-order wave-function compo-
nents decay very rapidly. What follows from this is that,
under the assumption of a very slow diffusion, the evolution
of the breather is most likely given by events which occur on
the third timescale, i.e., rare events. As the amplitude of the
breather is increased drastically, the spontaneous formation of
an excitation of order

√
ε decreases exponentially, since the

background amplitudes have probability distributions which
decay exponentially fast [29]. This might imply that in those
domains, the lifetime of breathers is not dictated by rare events
but by diffusion processes which could occur at even higher
orders than that at which the first nonzero terms occurs.
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APPENDIX A: HIGHER-ORDER TERMS IN THE
PERTURBATIVE CALCULATION

At order O(ε1/2) Eq. (11) for the breather norm stated

∂t1 A[3]
0 = x[1]

1 sin
(
t1 + φ

[0]
0

) − y[1]
1 cos

(
t1 + φ

[0]
0

)
. (A1)

By using the findings of Eq. (18) and by substituting x[1]
1

and y[1]
1 , one arrives at ∂t1 A[3]

0 = 0. Therefore A[3]
0 is a slow

function of the type:

A[3]
0 = C4(t2). (A2)

The Hamiltonian of the system at order O(1) is the Hamilto-
nian of the zero-order wave function plus the contribution of

4A[3]
0 A[−1]

0
3
. Therefore A[3]

0 is not just slow but actually zero.
Under the assumption that the zero-order wave function for

the background obeys the DNLSE, one can deduce from (17)
that:

x[2]
1 = −∂t2 y[0]

1 + M

y[2]
1 = ∂t2 x[0]

1 + N, (A3)

where M and N are slow functions. At this stage of the
procedure, it is possible to solve all equations from (11) and
(12) and find the analytical expressions of φ

[3]
0 , A[4]

0 , and φ
[4]
0 .

Finally, one can determine x[3]
1 , y[3]

1 , and A[5]
0 up to a slow

component. The slow components of these terms are proved
to be zero at the stage when the solvability conditions for x[2]

2

and y[2]
2 is set.

APPENDIX B: DIMER AND TRIMER CONFIGURATIONS

The averaged equation for the breather amplitude (39) are〈
DA

ε2

〉 = y[2]
2 cos

(
φ

[0]
0

) − x[2]
2 sin

(
φ

[0]
0

) − 2A[0]
2

3
sin

(
φ

[0]
0 − ψ

[0]
2

) + A[0]
1

[( − 2 + 8A[0]
1

4)
sin

(
φ

[0]
0 − ψ

[0]
1

)
+ 4A[0]

1 A[0]
2 sin

(
φ

[0]
0 − 2ψ

[0]
1 + ψ

[0]
2

)] − A[0]
3 sin

(
φ

[0]
0 − ψ

[0]
3

) + ∂t2 M(t2) cos
(
φ

[0]
0

) + ∂t2 N (t2) sin
(
φ

[0]
0

)
− 2A[0]

1
2[

N (t2) cos
(
φ

[0]
0 − 2ψ

[0]
1

) + M(t2) sin
(
φ

[0]
0 − 2ψ

[0]
1

)] + 4A[0]
1

2[
N (t2) cos

(
φ

[0]
0

) − M(t2) sin
(
φ

[0]
0

)]
. (B1)
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In a dimer configuration, all sites with j � 2 have Aj = 0, and all x[k]
j�2 = y[k]

j�2 = 0 ∀ k. This also implies that M = N = 0.
Under these circumstances, the equation from (B1) greatly simplifies to:〈

DA
ε2

〉 = A[0]
1

( − 2 + 8A[0]
1

4)
sin

(
φ

[0]
0 − ψ

[0]
1

)
. (B2)

In the presence of small backgrounds 8A[0]
1

5 � 2A[0]
1 , therefore (B2) can be approximated by:〈

DA
ε2

〉 = −2A[0]
1 sin

(
φ

[0]
0 − ψ

[0]
1

)
. (B3)

In the case when the breather sits at the middle of a trimer lattice, one can add independent left and right contributions, just
as it was done for the case of lattices of generic lengths, and arrive at the expression (47).

[1] O. Morsch and M. Oberthaler, Rev. Mod. Phys. 78, 179 (2006).
[2] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885

(2008).
[3] M. Greiner, O. Mandel, T. Esslinger, T. W. Hänsch, and I.

Bloch, Nature 415, 39 (2002).
[4] M. L. Chiofalo and M. P. Tosi, J. Phys. B 34, 4551 (2001).
[5] G. Roati, C. D’Errico, L. Fallani, M. Fattori, C. Fort, M.

Zaccanti, G. Modugno, M. Modugno, and M. Inguscio, Nature
453, 895 (2008).

[6] D. A. Zezyulin, V. V. Konotop, G. Barontini, and H. Ott, Phys.
Rev. Lett. 109, 020405 (2012).

[7] R. Franzosi, R. Livi, G.-L. Oppo, and A. Politi, Nonlinearity 24,
R89 (2011).

[8] J. C. Eilbeck and M. Johansson, in Conference on Localiza-
tion and Energy Transfer in Nonlinear Systems, edited by L.
Vazquez, R. S. MacKay, and M. Zorzano (World Scientific,
Singapore, 2003), pp. 44–67.

[9] P. G. Kevrekidis, ed., The Discrete Nonlinear Schrödinger
Equation (Springer Verlag, Berlin, 2009).

[10] S. Flach and C. Willis, Phys. Rep. 295, 181 (1998).
[11] S. Flach and A. Gorbach, Phys. Rep. 467, 1 (2008).
[12] H. Hennig, T. Neff, and R. Fleischmann, Phys. Rev. E 93,

032219 (2016).
[13] R. Livi, R. Franzosi, and G.-L. Oppo, Phys. Rev. Lett. 97,

060401 (2006).
[14] M. Johansson and S. Aubry, Nonlinearity 10, 1151 (1997).
[15] B. Rumpf, Europhys. Lett. 78, 26001 (2007).

[16] S. Iubini, S. Lepri, R. Livi, and A. Politi, J. Stat. Mech.: Theory
Exp. (2013) P08017.

[17] D. Campbell, S. Flach, and Y. Kivshar, Phys. Today 57(1), 43
(2004).

[18] B. Juanico, Y. H. Sanejouand, F. Piazza, and P. DeLosRios,
Phys. Rev. Lett. 99, 238104 (2007).

[19] R. Johnson, Singular Perturbation Theory (Springer Science,
Berlin, 2005).

[20] G. Kordas, D. Witthaut, P. Bounsante, A. Vezzani, R. Burioni,
A. Karanikas, and S. Wimberger, Eur. Phys. J. Spec. Top. 224,
2127 (2015).

[21] S. Flach, A. E. Miroshnichenko, V. Fleurov, and M. V. Fistul,
Phys. Rev. Lett. 90, 084101 (2003).

[22] T. Mithun, Y. Kati, C. Danieli, and S. Flach, Phys. Rev. Lett.
120, 184101 (2018).

[23] Y. Capdeville and J. Marigo, Geophys. J. Int. 192, 163
(2013).

[24] D. Hennig, H. Gabriel, M. F. Jorgensen, P. L. Christiansen, and
C. B. Clausen, Phys. Rev. E 51, 2870 (1995).

[25] K. Nemoto, C. A. Holmes, G. J. Milburn, and W. J. Munro,
Phys. Rev. A 63, 013604 (2000).

[26] R. Franzosi and V. Penna, Phys. Rev. E 67, 046227 (2003).
[27] H. Hennig, J. Dorignac, and D. K. Campbell, Phys. Rev. A 82,

053604 (2010).
[28] P. Jason, M. Johansson, and K. Kirr, Phys. Rev. E 86, 016214

(2012).
[29] B. Rumpf, Phys. Rev. E 77, 036606 (2008).

022212-11

https://doi.org/10.1103/RevModPhys.78.179
https://doi.org/10.1103/RevModPhys.78.179
https://doi.org/10.1103/RevModPhys.78.179
https://doi.org/10.1103/RevModPhys.78.179
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1038/415039a
https://doi.org/10.1038/415039a
https://doi.org/10.1038/415039a
https://doi.org/10.1038/415039a
https://doi.org/10.1088/0953-4075/34/23/302
https://doi.org/10.1088/0953-4075/34/23/302
https://doi.org/10.1088/0953-4075/34/23/302
https://doi.org/10.1088/0953-4075/34/23/302
https://doi.org/10.1038/nature07071
https://doi.org/10.1038/nature07071
https://doi.org/10.1038/nature07071
https://doi.org/10.1038/nature07071
https://doi.org/10.1103/PhysRevLett.109.020405
https://doi.org/10.1103/PhysRevLett.109.020405
https://doi.org/10.1103/PhysRevLett.109.020405
https://doi.org/10.1103/PhysRevLett.109.020405
https://doi.org/10.1088/0951-7715/24/12/R01
https://doi.org/10.1088/0951-7715/24/12/R01
https://doi.org/10.1088/0951-7715/24/12/R01
https://doi.org/10.1088/0951-7715/24/12/R01
https://doi.org/10.1016/S0370-1573(97)00068-9
https://doi.org/10.1016/S0370-1573(97)00068-9
https://doi.org/10.1016/S0370-1573(97)00068-9
https://doi.org/10.1016/S0370-1573(97)00068-9
https://doi.org/10.1016/j.physrep.2008.05.002
https://doi.org/10.1016/j.physrep.2008.05.002
https://doi.org/10.1016/j.physrep.2008.05.002
https://doi.org/10.1016/j.physrep.2008.05.002
https://doi.org/10.1103/PhysRevE.93.032219
https://doi.org/10.1103/PhysRevE.93.032219
https://doi.org/10.1103/PhysRevE.93.032219
https://doi.org/10.1103/PhysRevE.93.032219
https://doi.org/10.1103/PhysRevLett.97.060401
https://doi.org/10.1103/PhysRevLett.97.060401
https://doi.org/10.1103/PhysRevLett.97.060401
https://doi.org/10.1103/PhysRevLett.97.060401
https://doi.org/10.1088/0951-7715/10/5/008
https://doi.org/10.1088/0951-7715/10/5/008
https://doi.org/10.1088/0951-7715/10/5/008
https://doi.org/10.1088/0951-7715/10/5/008
https://doi.org/10.1209/0295-5075/78/26001
https://doi.org/10.1209/0295-5075/78/26001
https://doi.org/10.1209/0295-5075/78/26001
https://doi.org/10.1209/0295-5075/78/26001
https://doi.org/10.1088/1742-5468/2013/08/P08017
https://doi.org/10.1088/1742-5468/2013/08/P08017
https://doi.org/10.1088/1742-5468/2013/08/P08017
https://doi.org/10.1063/1.1650069
https://doi.org/10.1063/1.1650069
https://doi.org/10.1063/1.1650069
https://doi.org/10.1063/1.1650069
https://doi.org/10.1063/1.1650069
https://doi.org/10.1103/PhysRevLett.99.238104
https://doi.org/10.1103/PhysRevLett.99.238104
https://doi.org/10.1103/PhysRevLett.99.238104
https://doi.org/10.1103/PhysRevLett.99.238104
https://doi.org/10.1140/epjst/e2015-02528-2
https://doi.org/10.1140/epjst/e2015-02528-2
https://doi.org/10.1140/epjst/e2015-02528-2
https://doi.org/10.1140/epjst/e2015-02528-2
https://doi.org/10.1103/PhysRevLett.90.084101
https://doi.org/10.1103/PhysRevLett.90.084101
https://doi.org/10.1103/PhysRevLett.90.084101
https://doi.org/10.1103/PhysRevLett.90.084101
https://doi.org/10.1103/PhysRevLett.120.184101
https://doi.org/10.1103/PhysRevLett.120.184101
https://doi.org/10.1103/PhysRevLett.120.184101
https://doi.org/10.1103/PhysRevLett.120.184101
https://doi.org/10.1093/gji/ggs001
https://doi.org/10.1093/gji/ggs001
https://doi.org/10.1093/gji/ggs001
https://doi.org/10.1093/gji/ggs001
https://doi.org/10.1103/PhysRevE.51.2870
https://doi.org/10.1103/PhysRevE.51.2870
https://doi.org/10.1103/PhysRevE.51.2870
https://doi.org/10.1103/PhysRevE.51.2870
https://doi.org/10.1103/PhysRevA.63.013604
https://doi.org/10.1103/PhysRevA.63.013604
https://doi.org/10.1103/PhysRevA.63.013604
https://doi.org/10.1103/PhysRevA.63.013604
https://doi.org/10.1103/PhysRevE.67.046227
https://doi.org/10.1103/PhysRevE.67.046227
https://doi.org/10.1103/PhysRevE.67.046227
https://doi.org/10.1103/PhysRevE.67.046227
https://doi.org/10.1103/PhysRevA.82.053604
https://doi.org/10.1103/PhysRevA.82.053604
https://doi.org/10.1103/PhysRevA.82.053604
https://doi.org/10.1103/PhysRevA.82.053604
https://doi.org/10.1103/PhysRevE.86.016214
https://doi.org/10.1103/PhysRevE.86.016214
https://doi.org/10.1103/PhysRevE.86.016214
https://doi.org/10.1103/PhysRevE.86.016214
https://doi.org/10.1103/PhysRevE.77.036606
https://doi.org/10.1103/PhysRevE.77.036606
https://doi.org/10.1103/PhysRevE.77.036606
https://doi.org/10.1103/PhysRevE.77.036606



