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We study the stochastic dynamics of infinitely many globally interacting units made of ¢ states distributed
uniformly along a ring that is externally driven. While repulsive interactions always lead to uniform occupations,
attractive interactions give rise to much richer phenomena: We analytically characterize a Hopf bifurcation which
separates a high-temperature regime of uniform occupations from a low-temperature one where all units coalesce
into a single state. For odd ¢, below the critical temperature starts a synchronization regime which ends via a
second phase transition at lower temperatures, while for even ¢ this intermediate phase disappears. We find
that interactions have no effects except below critical temperature for attractive interactions. A thermodynamic
analysis reveals that the dissipated work is reduced in this regime, whose temperature range is shown to decrease
as g increases. The g dependence of the power-efficiency trade-off is also analyzed.
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I. INTRODUCTION

While the thermodynamics of equilibrium phase transi-
tions in interacting systems has a long history and is well
documented [1,2], it is only as of recently that the thermo-
dynamics of nonequilibrium phase transitions started to be
explored [3-9]. This delay can be attributed to the lack of
a theory that systematically describes the thermodynamics
of out-of-equilibrium processes. Over the past two decades,
it has become evident that such a theory is embodied by
stochastic thermodynamics that characterizes thermodynamic
properties in systems exhibiting Markovian stochastic dynam-
ics [10-13]. Here the timescales of the dynamics are spec-
ified by transition rates that incorporate the energetics of the
nonequilibrium system via the so-called local detailed balance
condition [14,15]. Stochastic thermodynamics has been suc-
cessfully applied to characterize energy transduction in non-
interacting or interacting few-body systems [10,16,17]. Re-
cently, interacting many-body thermodynamics and the rela-
tion between interactions and power-efficiency trade-offs also
have been investigated [3,4,18,19]. Yet the simplicity of these
models allows one to explicitly solve the dynamics. In this
paper we demonstrate how stochastic thermodynamics allows
one to qualitatively capture a rich dynamical phenomenology
of systems that are too complex to be addressed explicitly.

A popular model in statistical mechanics that exhibits an
equilibrium phase transition is the Potts model [20], which
generalizes the special case of the Ising model [21,22] (¢ = 2)
by considering interacting spins on a lattice that can take g
different values distributed uniformly about a circle. While in
equilibrium statistical mechanics this model has been largely
explored [23], little is known about its out-of-equilibrium
properties. Progress in that direction was made in Ref. [3],
which studies an all-to-all interacting and driven three-state
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model (Potts model with ¢ = 3) across different scales. This
work generalizes the previous one by considering all-to-all in-
teracting and driven Potts models at the mean-field level with
variable g. The dynamics is modeled by thermodynamically
consistent Arrhenius rates. We find that for repulsive interac-
tions there is no phase transition. For attractive interactions
we characterize via thermodynamic principles the distinct
stationary states in the low- and high-temperature regimes
that are universal for all finite g. The key result is that we
derive the g-dependent critical Hopf bifurcation temperature.
Numerically, we show that for even ¢ this phase transition sep-
arates the high-temperature and the low-temperature phase,
whereas for odd ¢ there are stable limit cycles implying the
existence of a second phase transition. Finally, the dissipated
work and the power-efficiency trade-off in the different phases
are discussed.

II. MODEL

We consider infinitely many units made of g states with en-
ergiese; (i = 1,2, ..., q) distributed uniformly along a ring in
contact with a heat bath at inverse temperature 8 = (k,7)~',
where we set k, = 1 in the following. Any unit in a given state
i interacts with all other units that occupy the same state i with
the global coupling constant u. The system is autonomously
driven by a global and nonconservative force f that creates a
bias along the ring with the rotational orientation 1 — 2 —
-+« — g — 1, as depicted in the figure in Appendix A, which
depicts a finite number of g-state units with ¢ = 8. The system
is fully characterized by the occupation densities P; of the
statesi = 1, ..., g that we identify as the probabilities for any
unit in the mean field to occupy these states.

We assume that the dynamics of the jump process is
governed by a Markovian master equation (ME)

Pi=) VP (1)
7
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where we choose Arrhenius transition rates from state j
toi, V=T exp{—g[AE(i, Jj) — O3, j)f1}, with the kinetic
prefactor I and the function ®(i, j) that selects transitions
between adjacent states along the ring according to their align-
ment with or against the bias f and that is defined as ®(i, j) =
1 for (i — j)mod g =1 and ®(, j)=—1 otherwise. More-
over, the change in energy due to that transition is given
by AE(i, j) = € — €; + u(P; — 'P;). Thus, the transition rates
satisfy the local detailed balance condition,

In % = —plei —€; +u(P; —Pj) —0G j) f1,  (2)

J

ensuring that the system is thermodynamically consistent. We
furthermore note that probability conservation, ) ,P; =1,
removes one degree of freedom such that the system has g — 1
dimensions. In Appendix A, the mean-field Eq. (1) is derived
from a microscopic stochastic description for the many-body
problem as an asymptotically exact equation in the limit of
infinitely many units.

III. DYNAMICS

For a flat energy landscape of the units, €; = € Vi, the non-
linear Eq. (1) is solved by a uniform probability distribution

Pi=1/q, i=12,....q. €))

Yet no statements can be made about the stability of that fixed
point without a stability analysis that for ¢ > 4 is difficult.

We demonstrate that the thermodynamic consistency of the
Potts model encoded in Eq. (2) constrains the dynamics and
even allows us to generically specify the long-time solution
in the low- and high-temperature regimes. First, we note that
the high-temperature limit 8 — O represents a reversible limit
for finite f since the detailed balance V;; P;q =V P, Vi, j
holds. Equilibrium statistical mechanics prescribes that the
system behaves entropically, and thus the uniform probability
distribution from Eq. (3) represents a stable and unique fixed
point. Next, the low-temperature limit, 8 — oo, represents a
totally irreversible limit for finite f, where Eq. (1) reduces
to Pi= V-1 Pici — Vit1.; P;. Here the driving f is acting
like a renormalization of the kinetic prefactor. This suggests
that occupation is the only relevant factor that determines
where the dynamics goes to in the long-time limit, i.e., the
system with irreversible rates behaves energetically like an
equilibrium one would. In this case one has to distinguish
between repulsive (# > 0) and attractive (4 < 0) interactions.
For the former the system has a unique energy ground state
that coincides with the entropic state from Eq. (3). Conversely,
for attractive interactions there are g energy ground states
where all units occupy the same state:

Pi=1,PL =0 i=12...q 4)

These states indeed correspond to fixed points as can be
readily verified by inserting Eq. (4) into the ME (1). To which
of those fixed points the dynamics is striving depends on
which state i is initially the most populated one. We emphasize
that these results hold for any finite number of states g and
finite autonomous driving f.

At all temperatures, the stability of the symmetric fixed
point, P* = 1/q, is encoded in the spectrum of the linearized

Jacobian, A;;=) ", [0(ViPi)/0P;1lp+. For ¢ < 4 we find that
the critical point 8, obeys the relation

(g + Beu) = 0. )

For repulsive interactions this relation is never satisfied, and
the system remains in the symmetric fixed point at all temper-
atures.

A key finding is that for attractive interactions the dynam-
ics has a rich phenomenology: The main result is that we
prove that relation (5) also characterizes the critical temper-
ature for ¢ > 4. To this end, we evaluate the linear stability
matrix for g > 2 at the critical temperature (5) and obtain

Aij =cl(Sig1,jlizg — Si=1,jliz0)+ 8ig 80,j — 8i 084,51, (6)

with ¢ = I"'sinh (¢gf/(2u)). This skew-symmetric circulant
matrix admits the eigenvalues [24]

. 21
Ak:21031n<k—>, k=0,1,...,9g—1, 7)
q

that are thus either identical zero or purely imaginary. For
g = 2 the linear stability matrix, A;; = 0, has only zero eigen-
values. Next, we consider temperatures in the vicinity of the
critical temperature, 8. + §8, and expand the linear stability
matrix in Eq. (6) up to linear order, A(B. + §B) = A(,B)|,3A, +
8B B + O(88?), with the first-order correction matrix

B;; = ad;j + b(8iy1,j + 8i400,;) + c(8i—1,j + 8i,0 84, ;)

2r 2u— 2
a2ty pop2=4, . _paltm,
q 2 2q
f
d =cosh|g=— |,
cos (qZu
which has the eigenvalues
. 2rd sin? (A2) . ko
)\kz—Tq[Zu—qucot <—>:|, k=0,1,...,q—1.
q

We note that for all g, Re[A;] >0 Vk, such that the real parts of
all perturbed eigenvalues, Re[A;] + 68 Re[Ac], change their
sign at the critical point from negative (§8 < 0) to positive
values (§8 > 0) or remain zero.

Thus Eq. (5) indeed characterizes the critical point that
destabilizes the symmetric fixed point. If the system is at equi-
librium, f = 0, the real parts of the eigenvalues of the linear
stability matrix evaluated at the critical point change their sign
or remain zero while the imaginary parts are identically zero
corresponding to a saddle-node bifurcation that degenerates
the single symmetric fixed point into multiple fixed points.
In the out-of-equilibrium scenario, f # 0, the real parts of
the eigenvalues of the linearized Jacobian evaluated at the
critical temperature change their sign or remain zero while
the imaginary parts remain finite implying a Hopf-bifurcation
that degenerates the symmetric fixed point into a limit cycle.
Equation (5) states that the uniform probability distribution
can be observed over a larger range of temperatures as g
increases. The uniform distribution, however, removes the
interactions from the dynamics [cf. Eq. (2)]. Hence for re-
pulsive interactions the mean-field system is noninteracting
as well as for attractive interactions at temperatures above the
first critical temperature that approaches zero as g becomes
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FIG. 1. Parametric plot of the probabilities P, , for g = 3 (a),
qg=4 (b), g=5 (c) and ¢ = 6 (d) for different temperatures S.
The shaded spheres indicate the ¢ asymmetric fixed points and the
symmetric fixed point is represented by the closed circle. In all plots
the initial condition P;(0) = 1 is used and the chosen values for the
dimensionless parameters read I' = 0.1 and f = 1.

large. In the following we consider attractive interactions (1 =
—1) if not explicitly stated otherwise. To infer the stability
of the limit cycles, an analysis of the normal form of the
Hopf bifurcation and the computation of the first Lyapunov
coefficient would be required [25], which for ¢ > 3 renders
analytic progress difficult. A numerical analysis in Fig. 1
depicting in a parametric P; — P, plot the dynamics of the
g model (¢ = 3, 4, 5, 6) motivates the following conjecture.
If g is even like in Figs. 1(b) and 1(d), the Hopf bi-
furcation occurs subcritical, i.e., the limit cycle is unstable
and degenerates into ¢ asymmetric stable fixed points, hence
there is only one phase transition at 8.. Conversely, if g is
odd, like in Figs. 1(a) and 1(c), the Hopf-bifurcation occurs
supercritical, i.e., the symmetric fixed point degenerates at
Be, into a stable limit cycle. Physically, a limit cycle in the
g-dimensional probability space means that the units tend to
undergo the same transition together at a given time, i.e., they
synchronize. Since the low-temperature limit in Eq. (4) is
also satisfied for odd ¢, there is a second critical point B,
at which the limit cycle degenerates via an infinite-period
bifurcation [26] into ¢ asymmetric stable fixed points. In
both cases, the multiple fixed points are related to each other
by permutations of their coordinates in the g-dimensional
probability space. For decreasing temperatures these fixed
points move towards the respective energy ground states in
Eq. (4). Thus, we have demonstrated that there are two classes
of universal phenomenology: For all g the high-temperature
(low-temperature) regime is characterized by a single (mul-
tiple) (a)symmetric stable fixed point(s), while only for odd
q there is also an intermediate phase exhibiting stable os-
cillations. This universality is robust to slight changes of
the state energies ¢;. For large changes, the critical phenom-
ena vanish, and there is a single stable fixed point at all
temperatures. We furthermore emphasize that for sufficiently
high-dimensional lattices and large system sizes, finite-range

interactions will also generate the above phenomenology as
discussed in Ref. [3] and explicitly demonstrated in Ref. [27].
The choice of all-to-all interactions, however, allows us to
analytically characterize the universal phenomenology.

It is natural to consider the large-g limit where the Potts
model becomes the XY model. According to Eq. (5), the phase
in which the system exhibits a unique symmetric fixed point
and thus is noninteracting exists over an increasing range of
temperatures. Hence for exceedingly large ¢ the differences
between systems with attractive interactions (for both even or
odd ¢g) and repulsive interactions at experimentally meaning-
ful temperatures vanish.

IV. THERMODYNAMICS

Our thermodynamically consistent formulation of the Potts
model [cf. Eq. (2)] allows us now to address its nonequilib-
rium thermodynamic properties. In Appendix B a thermody-
namic description is systematically established. The first law
of thermodynamics,

dE=) EViPi=0+W, ®)
iJ
states that the rate of change in internal energy £ is balanced
by heat and work currents, Q and W, hence ensuring energy
conservation.
Furthermore, the non-negativity of the entropy production,

Si=—d, Y PilnP;— BQ >0, 9)
J

constitutes the second law of thermodynamics. Hence, in the
long-time limit, the entropy production, up to temperature, is
equal to the work, S; = SW.

We proceed by demonstrating that the bifurcations trans-
late into nonequilibrium phase transitions that can be char-
acterized via the work. Here the work is dissipative since
the mean-field system takes rotational energy, ¥V > 0, and
dissipates it into the bath in the form of heat, Q < 0. First,
we recall that except for attractive interactions below the
critical temperature in Eq. (5) the system behaves like a
noninteracting one. The stationary average dissipated work
current for a single unit reads

(W}') = 2T f sinh (%) >0 (10)
1f----q=7
___q:6
(S - - q=5
I o —
I/\HOS ........ q_
E_‘\E/ ...... q=3
- Sq=2.
0 A
0 2

FIG. 2. Difference of the dissipated work for a stationary single
unit, (W,S), and the time-averaged mean-field work current W for
inverse temperatures 8 = 0, 1, ..., 10 and differentg = 2,3, ..., 7.
The closed circle represents the analytic result in the low-temperature

limit.
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FIG. 3. The time-averaged output power P as a function of f;
and B for ¢ =4 (a) and ¢ = 5 (b). The simulation time is chosen
sufficiently large to ensure convergence of the time-averaged output
power to its asymptotic value. In both plots the white dashed lines
indicate the set of critical points, hence the enclosed area defines
the synchronization phase S. In addition, the global maximum of the
output power is indicated by the closed circle.

and is independent of the number of states g. Next, for
B > Be,), the stationary mean-field work current can be
approximated as

W* 2T fe’¥ sinh (%) =e% (W), (11)

Hence operating an interacting system in the low-
temperatures regime is exponentially less costly in the
interaction strength than maintaining a noninteracting one.
This can be seen in Fig. 2, which depicts the difference
between the stationary work current of a single unit (Wf)

and the asymptotic mean-field work current W as a function
of B for different g. In agreement with Eqgs. (10) and (11),
we find that for all g the mean-field system is noninteracting
at inverse temperatures below the inverse Hopf-bifurcation
temperature B.,) [Eq. (5)], while the dissipated work is
significantly reduced above that inverse critical temperature.
In fact, we conclude from the monotonotic behavior of the
curves that it is always energetically beneficial to consider
attractive interactions. Since the (first) critical point is shifting
to larger values of B as ¢ increases, it is overall favorable
to employ small-g units. At the (first) critical point B,
the mean-field dissipated work exhibits for all ¢, a kink that
is reminiscent of a first-order equilibrium phase transition.
As a consequence of the two bifurcations for odd g there
is a second nonequilibrium phase transition at 8., (f), which
displays characteristics of both a saddle and a jump that is
more pronounced for larger g.

A central result of this work is that small and odd-g units
not only dissipate less when interacting attractively, but also
allow us to realize the optimal power-efficiency trade-off in
energy transduction. To construct an energy converter, we
decompose the nonconservative force f into a force aligned
with (f; > 0) and a force acting against (f, < 0) the bias, i.e.,
f = f1+ f2. We denote by T the current aligned with the net
force f and define the input W; = f,Z and the output work
current W, = fo7.

This work-to-work conversion is a commonly used concept
to model energy transduction in molecular motors such as
kinesin and myosin [18,28]. For practical purposes the effi-
ciency at maximum power (EMP) [29] is of particular interest.

02 102
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FIG. 4. The modulus of the time-averaged global maximum
power |P| and the associated EMP for different g. The black dotted
lines indicate the ¢ values that exhibit a synchronization (S) phase.

The EMP is obtained by first maximizing the asymptotic out-
put power P = W, with respect to f>. Next, in the long-time
limit the efficiency is defined as n = — WL/ W), = —fo/f1 <
1 and evaluated at maximum power.

Figure 3 shows the asymptotic power output P as a function
of B and f, for g = 4 [Fig. 3(a)] and ¢ = 5 [Fig. 3(b)]. We
first recall that in both cases for inverse temperatures below
Be(e,y the systems are noninteracting, and their power output
is thus determined via Eq. (10). Next, the power rapidly drops
in the low-temperature regime, that is, for 8 > B, [Fig. 3(a)]
or B > B, (f2) [Fig. 3(b)]. Thus, we find that the maximum
power is achieved in the synchronization regime, that is, for
odd g systems.

Figure 4 depicts both the asymptotic global maximum
power |P|, indicated by green closed circles in Fig. 3, and the
EMP as a function of g. Overall, the maximum power output
is increasing with g, though there are striking jumps from even
to odd ¢ systems, i.e., from asynchronous to synchronized
systems. These jumps are followed by plateaus where the
maxima remain roughly the same. Conversely the associated
EMPs are decreasing monotonically with g. In particular, for
q < 3, the EMP is close to the optimal value 1/2 that is
universal for a system with a single net current responding
linearly [30,31]. Therefore, we conclude that the optimal
power-efficiency trade-off is achieved for small and odd-g
systems that are compatible with synchronization.

V. CONCLUSION

Our work makes progress in the (thermodynamic) study
of interacting systems away from equilibrium, a topic that is
still in its infancy and for which general results are completely
lacking. The methods developed show that combining ther-
modynamic arguments with tools from nonlinear dynamics
can help to characterize the complex dynamical behaviors of
interacting systems described by stochastic thermodynamics
without explicitly solving the dynamics. While our present
study used Arrhenius rates, our methods are generic and appli-
cable to any rates satisfying local detailed balance in Eq. (2)
(e.g., Glauber dynamics [32,33]). Our findings also show that
engineering interactions among collections of Brownian ma-
chines is a promising strategy to improve their performance.
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APPENDIX A: STOCHASTIC DYNAMICS ON
DIFFERENT SCALES

1. Many-body model

The following is devoted to establishing a thermodynam-
ically consistent and microscopic many-body description of
the Potts model for a finite number of units N. From this
representation of the Potts model we rigorously derive the
mean-field equation (1) if the macroscopic limit N — o0 is
taken. Figure 5 illustrates the setup for a many-body eight-
state model (¢ = 8). We want to remark that the following
procedure is to a large extent analogous to the one detailed in
Secs. II and VI of Ref. [3], which studies in great detail the
Potts model for g = 3.

2. Microscopic dynamics

We consider N g-state units with energies €;, i=
1,2,...,q. All units that occupy the same state i inter-
act globally with the coupling constant u/N. The micro-
scopic dynamics of the N-body system is fully characterized
by a microstate @ which we denote by a multiindex o =
(@1, ..., ...,ay) with o; = 1,2,...¢9. As an example,
we consider a transition from o’ to « corresponding to a
change in single-unit energy €; — ¢;. Hence the occupation
numbers change along that transition as N; — N; — 1 and
N; — N; + 1. In order to determine the change in internal
energy for this transition the interaction energy U («) of the
network is required. One has

u q  Nda)l u q
U=y, D l=55) N@+U, (Al
k=1 I=1 k=1

thus the change in internal energy reads

u
AE(OLO/)ZQ—GJ'+N(Ni—Nj-I-l), (A2)
where N7 () denotes the number of units occupying the same
single-unit state for the given microstate «. We assume that
the dynamics of the jump process is governed by a Markovian

master equation (ME)
pa = Z Waa' Po’ s
”

where p,, is the probability to be in the microstate o and the
microscopic transition rates read

(A3)

Wao =T o 2 [AE(@.a)~O@.a)f]

(A4)

The function ®(«, ') characterizes the transitions according
to their alignment with the bias f. It is defined as ®(«, &’)=1
for ) ",(;—a/)=1 mod ¢ and O(c, «’)=—1 otherwise. The
microscopic transition rates satisfy local detailed balance

Waa!

In = —B[AE(a, ') — O(a, a')f]

(A5)
Wo'e

and thus ensure that the microscopic system is thermodynam-

ically consistent.

3. Mesoscopic dynamics

In the microscopic formulation the system has a state
space that grows exponentially with the number of units in
the network as qN . However, the all-to-all interactions allow
us to determine the energy changes in the system without
knowledge of the network topology, hence the microscopic
ME (A3) for the full microstate dynamics can be coarse-
grained as follows:

PN = Z Z Z Wao' Po’ (Aba)
aeN N o'eN’
=D W ), D Pu X (A6b)
N’ aeN o’eN’
=> Wy Py (A6e)
v

where Py = ),y Po refers to the mesoscopic probability
to observe a mesostate N = (N, ..., N,) that comprises all
microstates o« € N. The mesoscopic transition rates are given
by Wy = Q(N, N )wyy with the microscopic transition
rates in mesoscopic representation wyy . Moreover, the char-
acteristic function x, , = 1 if transitions between o’ and o
are possible and is 0 otherwise, hence one has

QN,N') = N; 8y w1 + -+ + Ny Sy w1 (A7)

We identify the Boltzmann entropy as the mesoscopic equi-
librium entropy

S"(N) = In Q(N), (A8)

where Q(N) = N!/][;N;! gives the number of microstates
o that belong to the mesostate N. Collecting results, the
mesoscopic local detailed balance relation is given by
Wy
N'N
where AA(N,N)=AEN,N') —B~'AS™(N,N’) denotes
the change in equilibrium free energy between the mesostates
N’ and N. The function ®(N,N’) is defined as in the
microscopic case in Eq. (A5). Hence, O(N,N') =1 if
(i — j)mod g =1 for the transition N; — N,-,N/j — N and
O(N, N")=—1 otherwise. We emphasize that the exact coarse

In = —B[AA(N,N') — O(N,N)f], (A9)
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graining of the microscopic dynamics significantly reduces
the complexity of the problem since the state space in the
mesoscopic representation is growing like N9~ /(g — 1)!.

4. Mean-field limit

The asymptotic solution in the macroscopic limit (N —
o0) is simply given by a mean-field approximation performed
on the mesoscopic ME (A6c¢) scaled with 1/N. The mean-field
approximation amounts to replacing any n-point correlation
function with a product of n averages and thus yields

Pri= () =Y Wii(im). (n;)) = > Vij(Pr. PjYPj. (A10)
j j
which indeed is the nonlinear mean-field equation
Eq. (1). Here we introduced the mean-field rates
Vij =Texple; —€; +u(P; —P;) — OG, j)f] with the
sign function defined as O, j) =1 for (i — j)mod g =1
and O(i, j)=—1 otherwise.

APPENDIX B: THERMODYNAMIC LAWS ON
DIFFERENT SCALES
1. Microscopic thermodynamics

We start with the elementary thermodynamic state func-
tions in this model: the microscopic internal energy and the
microscopic system entropy:

(e) =Y E(@) pa- (B1)
() == palnpa. (B2)

The time derivative of the internal energy
dy(e) = E(@)Wae par = (q) + () (B3)

stipulates the microscopic first law of thermodynamics that
ensures energy conservation. Here we defined the heat and
work current as follows:

(@) =Y IE@) — [ O, )waw pors (B4

a,o

() =Y f O, @) W' P, (BS)

o,

where the sign function ©(«, &) is equal to the one intro-
duced below Eq. (AS). The rate of change of the system
entropy

di(s) = (S¢) + (o) (B6)
can be decomposed into the entropy flow from the bath to the

system
Woa!

§ = — ’ /In
(Se) Z Waa' Pa w

a,a’

= B(q) (B7)

oo
and the non-negative entropy production rate

W Doyt
(0) = Zwaa’ Pao’ In aor Pa

.o Wo'a Pa

>0. (BS)

Equation (B8) constitutes the second law of thermodynamics.

2. Mesoscopic thermodynamics

The exact coarse graining of the microscopic dynamics
from above does not imply that the statistics of the thermo-
dynamic observables are invariant under this marginalization
[35]. We define Ey to be the internal energy of the system in
the mesostate N and find for the first law of thermodynamics

d(E)y =Y EN)Wyy Py = (Q)+ (W),  (BY)
N.N'

with the mesoscopic heat and work currents

(Q) =Y [EWN)— fOWN.N)WyyPy.  (BIO)
N.N'
(W)= fOWN,N)Wyy Py. (B11)

NN
Furthermore, we define the system entropy in the mesospace
(S) =" PN[QN) — In Py], (B12)

N

consisting of the nonequilibrium entropy defined by Eq. (B2)
and the equilibrium entropy from Eq. (AS8) accounting for
the internal structure of the mesostates. Again, we split the
time derivative of the mesoscopic entropy into the mesocopic
entropy flow

WNN'

() ==Y Wy Py In — = B(Q) (B13)
NN WN'N
and the mesoscopic EP rate
' Wan Py
Y) = Wyn' Py In >0, B14
(%) Z NN Py Py (B14)

NN’

which constitutes the second law of thermodynamics. A closer
inspection shows that while the first-law quantities are pre-
served under the coarse-graining procedure

d(E) =di(e), (0)=1(q), (W)= (w),

the definitions in Eqgs. (B12) and (B14) are in general not
equivalent to the microscopic ones, i.e., (S) # (s), (X) # (o).
Yet in the stationary state it holds that Py = p,, - Q(N), which
in turn implies that the entropies in mesoscopic representation
are identical to those in microscopic representation, i.e.,
(S%) = (s%), (¥°) = (o*). For this particular case, the second
law

(B15)

(£9)=> Wyn Py In Waw _ —($5) =0 (B16)
NN Wyn
states that the steady mesoscopic entropy flow is equal to
minus the stationary mesoscopic entropy production rate.
As shown above, the mean-field Eq. (A10) results from
a mean-field approximation applied on the mesoscopic ME.
Thus, only the definitions of the thermodynamic observables
in the mean-field limit stated in the main body are repre-
senting the true physical observables, if the corresponding
microscopic definition coincides with the mesoscopic one.
It therefore holds for the mean-field observables X' that
limpy— 0o (X y/N = X, with the mesoscopic observables X =
E,Q,W,S,, N; and limy_, o, (Z’)/N = &7, where the super-
script s refers to a stationary state.
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